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Nederlandstalige Samenvatting
–Dutch Summary–

Weinig uitvindingen hebben de laatste decennia een dermate grote invloed

op ons leven gehad als het internet. De hieruit voortvloeiende stroom

aan nieuwe applicaties en communicatiemogelijkheden die tot voor een

paar jaar nog praktisch onmogelijk leken (zoals bijvoorbeeld kunnen

thuiswerken via video conferences tijdens een wereldwijde pandemie,

om maar iets te noemen) voeden de vraag naar meer bandbreedte.

Hierdoor stijgt het data verbruik zodanig snel dat de bestaande internet

infrastructuur continue moet geüpdatet worden om deze toename te

blijven ondersteunen.

Al deze data wordt gehuisvest in data centers waar data verzoeken gelinkt

worden aan de gehoste content via een netwerk van switches en servers

die onderling verbonden zijn via datalijnen. Door de enorme toename

aan data zijn deze data centers ook enorm toegenomen in oppervlakte,

met het ontstaan van hyperscale data centers tot gevolg. Deze hyperscale

data centers zijn gebouwen ter grootte van een of meerder warenhuizen

gevuld met rijen servers, en behoren typisch toe tot tech gianten als

Amazon, Google of Microsoft. Hierdoor neemt niet enkel de vraag naar

meer bandbreedte per verbinding toe, maar ook het aantal verbindingen

en het aandeel aan verbindingen dat meer dan enkele tientallen meters

moet afleggen. Als gevolg zijn deze interconnecties de laatste decennia

geëvolueerd van puur elektronisch over passieve koperen kabels naar

lichtsignalen over een glasvezel kabel, aangezien glasvezel een vele malen

groter bandbreedte-afstand product kan bieden dan koper.

Een optische link bestaat uit twee zender-ontvanger paren (ook wel

transceivers genoemd: een samentrekking van transmitter en receiver )

verbonden door een of meerdere glasvezel kabels. Elke transceiver op

zich bevat een lichtbron (een laser), een modulator (die de elektrische data
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signalen overbrengt op de optische golf), een fotodiode (die de optische

signalen terug omzet naar het elektrisch domein) en elektronica om deze

optische componenten aan te sturen.

Naargelang het type linkworden er verschillende soorten optische compo-

nenten gebruikt. Voor de kortere verbindingen (<50-100m), bijvoorbeeld

tussen een server en een switch in hetzelfde rack, worden voornamelijk

direct gemoduleerde lasers gebruikt waarbij de laser zowel dienst doet als

lichtbron en als modulator. Om de kosten te drukken, hanteren deze links

meestal glasvezels met een bredere kern (multimode fiber). Dit beperkt

de maximale bandbreedte-afstand product significant maar laat een veel

goedkopere alignatie tussen de optische componenten en de glasvezel toe.

Bij de overige, langere links wordt geopteerd om glasvezel met een

kleinere kern (single mode fiber) te gebruiken. Bovendien dient de

laser hier uitsluitend als lichtbron en wordt data aangebracht via een

externe modulator, wat vele malen hogere hogere bandbreedtes en langere

glasvezellengtes toelaat. In deze laatste categorie zijn er twee dominante

optische platformen: optische circuits op basis van IIIV halfgeleiders

(meestal indium phosphide of InP) of op basis van silicium (silicon

photonics of SiP).

Fotonische circuits op basis van siliciumhebben als voordeel dat ze kunnen

gerealiseerd worden met de bestaande mature CMOS infrastructuur in

grote oplages op 200 of 300mm wafers en met hoge yield. Bovendien

bestaat ook de mogelijkheid om elektronica en de fotonica in één enkele

chip te integreren, wat interessante mogelijkheden biedt om de intercon-

necties tussen elektronische en optische componenten in een transceiver

verder te verbeteren. Momenteel bestaan bijna alle transceivers uit een

aparte optische IC en een of meer elektrische IC die de optische aanstuurt

(drivers) en/of uitleest (transimpedantie versterkers of TIAs). Hierdoor

is de afstand tussen driver en modulator soms te groot om elektrische

golffenomenen te vermijden en dient deze als transmissielijn aangestuurd

te worden wat extra vermogen kost.

De meest courante geïntegreerde optische modulatoren zijn spannings-

afhankelijke juncties, die ofwel de fase van het licht veranderen (fase

modulatoren) of een deel van het vermogen absorberen (elektro-absorptie

modulatoren of EAMs). Aangezien de optische interconnecties binnen

data centers werken op intensiteitsmodulatie en directe detectie, dienen

de opgelegde fasedraaiingen eerst nog naar het amplitude domein gecon-
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verteerd te worden. Dit gebeurt in een Mach Zehnder modulator (MZM)

topologie: het licht wordt opgesplitst in twee paden, ondergaat een fase

modulatie en wordt opnieuw bij elkaar gevoegd waardoor er interferentie

en bijgevolg amplitude modulatie optreedt. Omdat fasemodulatie in

InP of SiP een aanzienlijk zwakker effect is dan elektro-absorptie, zijn

deze MZMs vaak meerdere millimeters lang en/of vereisen ze hoge

spanningszwaaien (>2Vpp). Dit leidt er toe dat ze als transmissielijn

dienen aangestuurd te worden. Vaak is de karakteristieke impedantie van

deze transmissielijn echter beduidend lager dan de conventionele 50Ω in

hogesnelheids elektronica, wat hun vermogenverbruik alleen maar doet

toenemen. Tot slot nemen deze modulatoren een erg grote chip oppervlak

in beslag, wat niet enkel de kost verhoogt maar stilaan ook een bottleneck

wordt om hogere bandbreedtes per vierkante millimeter met het oog op

verdere integratie te realiseren.

EAMs daarentegen zijn vaak minder dan 100 µm lang waardoor ze

eveneens kunnen aangestuurd worden als een kleine, capacitieve last,

en geen 50Ω terminatie vereisen. Dit type modulator is echter minder

courant in SiP dan MZMs, onder meer omdat de indirecte bandgap van

bulk SiGe hun werkingsgebied beperkt tot C-band (1530-1565 nm) en/of L-

band (1565-1625 nm). De conventionele golflengtes in data centers liggen

in de O-band (1260-1360 nm) waar de chromatische dispersie minimaal is.

Door deze dispersie gaan de golflengtes in de C- en L-band aan een grotere

verschillende snelheid reizen wat het bandbreedte-afstand product van de

link beperkt en leidt tot een duidelijke penalty bij data snelheden vanaf

50Gbaud over een 1 km.

Tijdens dit onderzoek hebben we verscheidene opties onderzocht en

experimenteel gedemonstreerd om compacte en laagvermogen SiP trans-

ceivers te realiseren. Hierbij streefden we naar topologieën die konden

aangestuurd worden met binaire signalen aan lage spanningen (<2Vpp),

om een zo groot mogelijke CMOS compatibiliteit te garanderen, op basis

van SiGe elektro-absorptie modulatoren op een 220 nm SiP platform.

Bij aanvang van dit onderzoek lag nog niet vast wat het geprefereerde

modulatieformaat zou worden voor de (toen) komende generatie 400GbE

transceivers die opereerden aan 100Gb/s/λ, waardoor ook verschillende

modulatie formaten zoals non-return-to-zero (NRZ), electrical duobinary

(EDB) en 4-puls amplitude modulatie (PAM-4) werden geëvalueerd.

In een eerste experiment demonstreerden we real-time 100Gb/s trans-
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missie van zowel NRZ als EDB op een enkele GeSi EAM in combinatie

met een BiCMOS zender en ontvanger chipset. Dit was de eerste

gerapporteerde 100Gbaud transmissie op SiP zonder het gebruik van

digitale signaalverwerking. Door de commerciële optische ontvanger te

verwisselen met een GeSi EAM die in maximale absorptie stond daar

middel van een hoge biasspanning, werd eveneens de eerste 100Gbaud per

lambda chip-naar-chip optische link in silicium gerealiseerd. Bij NRZ was

de maximale afstand van de link omwille van de chromatische distorsie

beperkt tot 1 km. Door de lagere bandbreedte eisen van EDB kon deze

afstand met behulp van dit modulatieformaat uitgebreid worden tot 2 km.

In een volgend fase werd een nieuwe optische modulator topologie

uitgedacht op basis van twee binair aangedreven EAMs in een interfe-

rometrische structuur. Hierbij werd ook bekeken wat de voor- en nadelen

zijn van een optische of elektrische generatie van het vermogenverchil

tussen de minst en meest significante bit. Een demonstrator met twee

binaire gestuurde EAMs op basis van een elektrische minst significante

bit generatie resulteerde in een beduidende beter oogdiagram dan een

enkele multilevel EAM. Dit experiment leidde tot de eerste 128Gb/s

PAM-4 zender op silicium fotonica zonder enige vorm van digitale

signaalverwerking of digitaal-naar-analoog convertoren, als ook de eerste

real-time PAM-4 SiP link boven de 100Gb/s waarbij de ontvanger een GeSi

EAM was in maximale absorptie.

Met het oog op de volgende generatie 0.8 TbE en 1.6 TbE transceivers,

keken we vervolgens naar een implementatie van een optische 4-naar-1

multiplexer in het tijdsdomein om 100Gbaud NRZ en PAM-4 transmissies

te realiseren door gebruik te maken van de reeds bestaande 25Gbaud

drivers en een gepulste laserbron. Dit experiment zorgde voor de

hoogste gerapporteerde intensiteitsgemoduleerde transmissiesnelheid op

SiP zonder digitale signaalverwerking aan 208Gb/s PAM-4.

In het laatste reguliere hoofdstuk, richtten we de aandacht op coherente

transceivers die communiceren door middel van complexe constellaties

zoals QSPK en 16-QAM en onderzochten we hoe deze te realiseren met

intensiteitsmodulatoren om zo veel mogelijk van de voordelen uit de

voorgaande optische structuren (hoge bandbreedte, compacte vorm, laag

vermogen) te kunnen overdragen naar dit type transceiver.

We besluiten dit het boek met een samenvatting van de belangrijkste re-

sultaten, een aantal suggesties voor verbeteringen/alternative versies van
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de optische DAC topologie, en een korte vooruitblik op de mogelijkheden

zijn voor de volgende generatie(s) interconnects.





English Summary

During the last decades few inventions have had a bigger influence on

our lives than the Internet. The resulting stream of new applications

and means of communication that may have seemed impractical only a

few years ago (e.g. the possibility to work seamlessly from home via

high quality video conferences during a worldwide pandemic, to name

just one), feed the demand of more bandwidth. Which, in it’s turn,

paves the way for even newer applications with even higher bandwidth

requirements. The rapid and continuous increase in data consumption has

led to a permanent need to update the existing internet infrastructure in

order to keep supporting this growth.

All this data is housed in so-called data centers where data queries are

linked to hosted content via a network of switches and servers, connected

with high speed data cables. The enormous growth of the data traffic has

also led to emergence of hyperscale data centers: large warehouse scale

buildings with several hundred meters of server racks owned, typically

owned by one of the tech giant such as Amazon, Google or Microsoft. This

evolution has not only pushed the bandwidth per interconnect, but also

the total number of interconnects as well as the number of interconnects

dat have to reach beyond several tens of meters. Consequently, these

links have to transition from pure electronic signaling over passive copper

cables to optical signaling over fiber, as fiber supports a much higher

bandwidth-distance product than copper.

Such an optical link made up out of two transceivers (a contraction of

transmitter and receiver) connected by one or more optical fibers. Each

transceiver is consists of a light source (more specifically, a laser), a

modulator to convert the electrical data signal to the optical domain, a

photodetector to convert that optical signal back to the electrical domain,

and the electronics to control these optical components.

Depending on the type of interconnect these functionalities are realized
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with different optical components. For short reaches (<50-100), e.g.

between a server and a switch in the same rack, directly modulated laser

are predominantly used. Bymodulating the current that flows through the

laser diode, the laser acts both as a light source and as modulator. These

links usually employ multimode fiber (MMF), i.e. fiber with a wider core.

Although this limits the maximal bandwidth-distance product of the link

to several tens of meters at the current data rates, it also allows for a much

less complex and thus cheaper alignment between the MMF fiber and the

optical components.

All other (longer) optical links in data centers use a fiber with a smaller

core called single mode fiber (SMF). Now, the laser only serves as the

light source for the transceiver module and data is applied through an

external modulator. These properties allow data to be transmitted at

higher bandwidths and over significantly longer fibers spans. In this

dissertation we focus on this last category. Here we can distinguish

two main platforms for photonic integrated circuits (PICs): IIIV-based

materials (usually Indium Phosphide or InP) or Silicon based (called Silicon

Photonics or SiP).

Silicon photonic based PICs have the advantage that they can leverage

the existing and mature CMOS infrastructure to fabricate in high volume

and high yield on 200 or 300mm wafers. It is even possible to push the

integration further and combine silicon photonics and electronics in a

single chip. This monolithic integration offers new ways to improve the

IOs between the optical and the electrical domain even further. Currently,

almost all transceivers consist of (one or more) optical ICs and one or more

electrical ICs with drivers and transimpedance amplifiers which can limit

the implementation options. For example, if the high speed contacts of

driver cannot be placed close enough to those of modulator the connection

between the both often has to be treated as a transmission line, which

burns additional power due to the required resistive terminations.

The most common integrated modulators on SiP or InP are voltage

dependent diodes which either alter the phase of the light travelling in a

waveguide through the diode (i.e. phase modulators) or absorb a fraction

of the optical power resulting in intensity modulation (electro-absorption

modulators). To achieve intensity modulation with phase modulators,

a Mach Zehnder modulator topology is often used: light is split in two

paths, undergoes an specific phase modulation, and is recombined leading

to interference and, hence, amplitude modulation. As phase modulation
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in SiP or InP is typically a much weaker effect than electro-absorption,

the modulator has to be made several millimeters long (and consequently

large capacitive load) and/or require high voltage swings (>2Vpp) to

induce a sufficiently large phase shift. This means that in practice these

modulators are usually driven as transmission lines. Moreover, in SiP the

characteristic impedances of these transmission lines and terminations are

often limited to 25-30Ω rather than the more conventional 50Ω in high-

speed electronics, resulting in an even higher power consumption. The

large chip area required for these MZMs not only often dominates the size

of the die and therefore its cost, but it also starts to pose a bottleneck to

further increase the bandwidth per square millimeter. A parameter that is

especially important for on-board optics, where pluggable optical modules

are avoided by bringing the optics even closer to the processing units (e.g.

a switch IC).

EAMs on the other hand are very compact modulators. With lengths

of less than 100 µm they also can be driven as a small capacitive load

and require no explicit resistive termination. On SiP platforms they are,

however, less common than MZMs because the indirect bandgap of bulk

SiGe based EAMs limits there operating wavelength range to C-band

(1530-1565 nm) or L-band (1565-1625 nm). SMF transceivers inside data

center conventionally use wavelengths in the O-band (1260-1360 nm) as

the chromatic dispersion is minimal in this band. Because of this chro-

matic distortion longer wavelength such as in C- and L-band will travel at

increasingly different speeds through the fiber which fundamentally limits

its bandwidth-distance product for intensity modulation. For example,

clear penalties are observed for transmission over 1 km for symbol rates

of 50Gbaud an higher.

During this research we have investigated, designed and experimentally

demonstrated several ways to realize compact and low-power transceivers

based on SiGe electro-absorption modulators on a 220 nm SiP platform,

striving for topologies which could be driven with low-swing (<2Vpp)

binary signals to ensure maximal CMOS compatibility.

At the start of this project, it had not yet been decided what would

be the preferred modulation format for the (then) upcoming generation

of 400Gb/s transceivers operating at 100Gb/s/λ, so several modulation

formats such as non-return-to-zero (NRZ), electrical duobinary (EDB), and

4 pulse amplitude modulation (PAM-4) were evaluated to achieve these

these lane rates.
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In a first experiment, we demonstrated real-time 100Gb/s transmission

with NRZ and EDB on a single GeSi EAM in combination with an in-house

developed BiCMOS transmitter and receiver chipset. This was the first

reported 100Gbaud transmission on silicon photonicswithout the need for

any digital signal processing (DSP). By replacing the commercial optical

receiver with another GeSi EAMbiased atmaximal absorption, we realized

the first real-time 100Gbaud per lambda chip-to-chip optical link with a

SiP platform. For NRZ modulation the maximal fiber reach was limited to

1 km due to the high chromatic distortion. However, thanks to its lower

bandwidth requirements, this reach could be extended beyond 2 km with

EDB modulation, covering the longest possible links inside hyperscale

data centers.

In a following phase, a novel optical PAM-4 modulator topology was

developed that uses two binary driven amplitude modulators such as

EAMs in an interferometric structure biased at 90° to ensure an evenly

spaced PAM-4 levels. The generation of the least and most significant bit

(LSB and MSB) can be done optically by introducing an power difference

into the two arms of the interferometer for the same drive voltage

of the EAMs, or electrically by introducing different drive voltage for

equal input power levels. A demonstrator of this topology based on the

electrically induced LSB-MSB difference demonstrated significantly better

PAM-4 eye diagrams than a single multilevel driven EAM.With successful

transmission and reception of 128Gb/s PAM-4 without any need for DSP

or power-hungry digital-to-analog convertors, this experiment was the

first real-time PAM-4 link capable of at least 100Gb/s in silicon photonics.

Next, we looked ahead at possible implementations for the next genera-

tions of Ethernet transceivers at 0.8 TbE and 1.6 TbEwhichmost likely will

need to support 100Gbaud optical lane rates. An optical 4-to-1 serializer

was developed and experimentally validated that achieves 104Gbaud NRZ

and PAM-4 by using four EAMs driven at quarter rate (26Gbaud), which

would allow the reuse of the existing generation of drivers, in combination

with a pulsed laser source. With 208Gb/s PAM-4 transmission we showed

the highest reported intensity modulated symbol rates for a silicon-based

transmitter without any DSP.

In the final regular chapter, we focused our attention to coherent

transceivers. These transceivers communicate through complex modula-

tion formats such as QPSK and 16-QAM which require both amplitude

and phase modulation. We investigated how to realize this intensity
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modulators such as EAMs in order to port the advantages of the previ-

ously demonstrated IMDD structures (high bandwidth, compactness, low

power) to this class of optical transceivers.

We conclude this book by summarizing the main results, providing a

couple of suggestions for improved/alternative implementations of the

optical DAC topology, and a brief look into the possibilities for next

generation(s) of data center interconnects.
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Introduction

1.1 And then there was the Internet

Since its creation in the late 1960s the Internet has drastically changed
many aspects of our every day lives, and this trend only seems to
accelerate. As with many disruptive technologies, the Internet has grown
way beyond its humble beginnings as a network between a couple of
university campuses [1] into a giant global network that reaches more
than half of the population of the world[2].

After the development of the world-wide web (WWW) in 1989 where
users could easily find and access information through webpages [3], the
Internet quickly found its way to the general public. Only two years after
the first web page went ‘on-line’, the global internet traffic amounted to
100 GB per day. Ten years later this traffic had already risen spectacularly
to 100 GB per second, and is expected to grow to more than 150000 GB/s
in 2022 [4]. It is often insightful to concretize these numbers into more
familiar and tangible figures (e.g. the equivalent of 31915 DVDs, or 214286
CDs or even 107142858 floppy disks of data per second in 2022). Ironically,
the aggressive growth of the internet (Fig. 1.1) will make these types of
comparisons feel outdated soon after they are written down as it becomes
much more practical to store everything ‘in the cloud’ rather than on

1
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physical devices in our offices or in our homes.

Figure 1.1: Global internet traffic over time (sourced from [4]).

The widespread access to broadband internet has led to the emergence of
new applications such as video streaming service (Netflix, YouTube,…),
cloud storage (OneDrive from Microsoft, Google Drive, iCloud from
Apple,…), and social media (Facebook, Instagram, WhatsApp, Twitter,
WeChat,…). Many of these applications have been able to gather an
enormous user base as shown in Fig. 1.2, and have become significant
contributors to the global internet traffic in only a few years time. Video
streaming alone accounted for 60% of the global traffic in 2019 [5] and is
expected to grow to 70 or even 80% by 2022[4].

With themajority of the total internet traffic coming fromvideo streaming,
it comes as no surprise that the PC is no longer the main consumer of
traffic. On the contrary, TVs and smartphones already take up twice
the amount of traffic and smartphone users alone will account for half
of the internet traffic by 2022 [4]. And with the emergence of the
internet of things (IoT), the number of interconnected devices will increase
dramatically as well, fueling the ever continuing growth of the internet (an
estimated 7% of the total traffic by 2022) even further[4].

As the success of current applications drives the demand for more
bandwidth, so will the availability of bandwidth lead to emergence of new
applications which in turn will push the demand for more bandwidth,
reigniting the cycle once again [7].
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Figure 1.2: Historic overview of the amount of users of the most popular

social media platforms starting from with MySpace as the first platform to

reach 1 million users in 2004 [6]. Estimates correspond to monthly active

users.

1.2 A Network of Networks

This continued growth has put tremendous strain on the existing internet
infrastructure. In order to accommodate the request for more and more
bandwidth, the underlying networks have had to steadily increase their
capabilities.

Figure 1.3 shows the internet architecture as a three-layer hierarchy. In
the center, we find the core network that interconnects continents and
countries with each other (∼ 1000 km links). Densely populated areas,
such as large cities, are connected by themetropolitan (or metro) networks
(∼ several 100 km’s). At the bottom of the hierarchy, are the access
networks (≤ 50 km), which provide the last fiber link before servicing the
end-user.

For most people, the relatively short connection after the last piece of fiber
and their homes is typically the most familiar one (although fiber-to-the-
home deployment is on the rise). For this fixed wired network there are
two common options in Belgium: Digital Subscriber Line (DSL) over the
‘old’ twisted pair telephone lines and theData Over Cable Service Interface
Specification (DOCSIS) over a coaxial cable (often referred to as the ‘TV
cable’). The wireless access (apart from WiFi) is provide by 4G -and soon
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mobile

Figure 1.3: The architecture of the internet divided in three layers: core,

metro and access.

5G- capable cell towers which are also connect with fiber. Apart from a
cell tower or the grey cabins in a couple of streets, the end-user can also
be a big company building, university campus or data center (DC).

These boundaries are rather fluid and change depending on the situation.
The categories mainly serve to provide a rule-of-thumb framework when
discussing the requirements of a link in core, metro or access segment of
the internet. Data centers for example can be situated in the access part,
but often connect directly to a metro (or even core) hub due to the shear
size of their data traffic. As they have become such an integral part of the
internet over the last decade, they are now an important category in their
own right with a market value of more than 20 billion USD in 2018 (more
than e.g. the global music industry [8]), and projected to more than triple
in size by 2025 [9].
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1.3 Data Centers: Putting the Big in Big Data

Data centers have existed for quite some time as a centralized place
with tens or hundreds of servers which provide computational processing
power and storage for large companies, universities or stock exchanges.

Until last decade, the telecom industry had been the main driver in the
development of optical transceivers, for example with the deployment of
passive optical networks (PONs). Thanks to their past efforts most (of
the densely populated parts) of the industrialized world had access to
reliable broadband internet. Due to high cost associated with placing or
replacing parts of PONs, these networks are typically deployed in such
a way that would not require major upgrades in the foreseeable future.
However, this also meant that there was no immediate need to push the
transceivers to much higher data rates, as a reduction of cost (either
through cheaper client side transceivers or by increasing the amount
of transceivers that could be serviced by one optical line terminal) was
probably more important from a telecom operator point of view.

As more and more people found access to broadband internet both
at home and on their mobile devices, the aggregate data consumption
soared in large part to the boom of many cloud based services. To
handle this exponential growth in data, the data centers of the major
players in these domains had to rapidly adapt to keep up. This led
to the emergence of hyperscale data centers, warehouse sized buildings
filled with (predominantly optically) interconnected racks of servers and
switches (Fig. 1.4).

Figure 1.4: Google data center in Hamina, Finland.

Fig. 1.5 shows the internal architecture of a conventional DC, i.e. how all
the servers and switches are connected with one another. Although the
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most efficient DC architecture is an active research domain on its own,
as -for example- not all applications can tolerate the additional latency by
traversing up and down the rack-switch tree to send data from one rack
to another[10, 11].

Core Network / Inter Data Center

ToR

Leaf

Spine

Super Spine/Core

Servers

Figure 1.5: An interconnection architecture of switches and racks in a data

center (ToR: top of rack switch).

Each switch holds several tens of pluggable modules, all housing one
of more transceivers (a contraction of transmitter and receiver ) which
readies the data coming from the switch for transmission over the physical
channel (i.e. the optical fiber) as well as the reverse operation for data
coming from the channel. The components in a typical optical data center
link are depicted in Fig. 1.6.

Figure 1.6: A typical optical data center interconnect link.
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These hyperscale DCs are typically owned and operated by the company it
supports. The biggest players in this field are AWS (Amazonweb services),
Google, Microsoft, Facebook, Apple, and Baidu. Most of these hyperscale
data centers are situated in the USA, but as trend is to build these DCs
closer and closer to the end-user, the fraction of DCs in Europe and Asia
has grown steadily. In Belgium, for example, Google has a data center in
St. Ghislain which can be seen in Fig. 1.7. Since the completion of the
first DC in 2010, the site has been extended with two additional DCs and
last year Google announced its plans for a fourth DC with an investment
of 600 million USD [12].

Figure 1.7: Example of a Hyperscale data center of Google in St. Ghislain,

Belgium. Since the completion of the first DC in 2010 in St. Ghislain,

Google has extended the site with two new DCs and has announced a

fourth DC in June 2019 with an investment of 600 million USD [12].

The success of the internet is perhaps most apparent in the evolution of
the five biggest global companies by market capitalization. In 2018, these
positions were filled by Apple, Amazon, Alphabet (the parent holding
of Google), Microsoft and Facebook, replacing titans such as Shell and
ExxonMobil [13]. Data has become the oil of the 21st century.

The number of hyperscale data centers has increased steadily to accommo-
date the shift of local to in-the-cloud data usage from around 100 in 2010
to more than 500 in 2019[14]. Nevertheless, only increasing the amount of
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servers will not suffice to sustain the increased data traffic as for every bit
sent from/to a data center 6 bits are sent within or between data centers[4].
As Fig. 1.8 indicates, the traffic between the user and the DC only accounts
for 15% of the total DC traffic. More than 85% of the generated bits never
leave the DC networks. Thismeans that apart from buildingmore or larger
data centers, the data volume per the link inside those buildings will also
have to scale drastically.

Figure 1.8: Fraction of the data that travels within or between DCs (East-

West traffic) and between the DC and the user (North-South traffic)[4].

1.3.1 Intra DCIs

Inside a single data center there are three types of links: copper-based
(<5m), multi-mode fiber(<50-100m) and single-mode fiber (>100m). With
the increasing data rates copper is being pushed to shorter and shorter
distances and will likely disappear in the near future. In general, multi-
mode fiber links are much more prevalent than the single-mode ones as
there are many more short intra-rack connections. Unsurprisingly, these
interconnects are also much cheaper than single-mode based intercon-
nects. However, next to an intrinsically limited link reach, multimode
optics also struggle to keep up with the bandwidth requirements for the
next generation links. This opens the door for more performant but more
costly single-mode optics.

Despite their enormous dimensions, standardized data center intercon-
nects (DCIs) up to 2 km (e.g. the FR links in the Ethernet naming
convention [15]) should be able to easily support even the biggest DC
building in terms of fiber length. DCIs ranging up to 2 km are typically
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referred to as intra-DCIs as they are used almost exclusivelywithin a single
DC.

1.3.2 Inter DCIs

Apart from connections inside the data center, there are also specific fiber
links outside of the data center to connect e.g. two data centers or two
buildings within a data center campus with each other. As the end-
points in these links can be several tens of kilometers apart, the reach
of intra-DCIs is insufficient and a different type of DCI is used, called
inter-DCIs. As data centers have expanded over the last couple of years,
once an implementation has grown beyond a certain limit (be it number of
servers, megaWatts or square feet) it looses the economies of scale. Even
worse, the consequences of a single DC failure (e.g. through a natural
disaster or a power outage) become problematic for the whole system.
That is why there is also a trend to create clusters of DCs in specific (often
highly populated) geographical areas[16]. Data can be mirrored in several
facilities for redundancy without suffering large latency penalties, and yet
still distant enough to minimize the change of a joint failure due to an
external event. These inter-DCIs typically range between 10 and 80 km as
80 km is deemed the maximal tolerable latency penalty between two data
centers [17, 18].

Currently, the inter-DC traffic is already on par with the traffic between
the user and the DC (Fig. 1.8) and it is -yet again- expected to grow more
rapidly in the coming years. These optical links are especially challenging
as they combine the distances from the classic passive optical networks
(PONs) in the access segment with the extreme data rates and low-cost
profile (∼ 1$/ Gb/s) of intra-DCIs.

1.3.3 Power consumption

Unfortunately, the power consumption of new high-capacity generation
of optical interconnects cannot scale at the same rate as the data traffic
both for economical, environmental and practical reasons. Hyperscale
DCs often require their own dedicated energy production to minimize the
burden on the local power grid [19] as they easily consume anywhere from
15MW to 150MW.

In 2018, DCs were responsible for 1% of the global electricity demand
(and 0.3% of the global carbon footprint), and some estimate that this
figure might rise to 3-13% by 2030 according to a study from 2015 [13].
However, more recent projections from the International Energy Agency
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(IEA) paint a more optimistic picture for the DC industry with estimates
around 3% [20]. One of the reasons for this outlook from the IEA is that
during the past decade, the energy demand for all data centers has not
changed drastically, even though the data traffic has (e.g. DC workloads
has more than tripled from 2014 to 2020). The main driver for this stable
energy consumption in the last five years was the shift from regular data
centers to large hyperscale data centers as can be seen in Fig. 1.9. These
hyperscale data centers are much more efficient per gigabit as they use
an organized, uniform computing architecture that easily scales up to
hundreds of thousands of servers without much additional overhead [13].

Already in 2012, many hyperscale data center operators such as Facebook,
Google and Apple have committed to using 100% renewable energy and
many companies have followed (even though the Chinese giants such as
Baidu, Alibaba and Tencent have made no such commitments and account
for roughly 20% of the DC market). Google itself is the largest corporate
buyer of renewable energy on the planet [13]. Yet, it remains to be seen
if this ‘hyperscale shift’ will continue to offset the power consumption
associated with the expected increase in data traffic. As the number of
less efficient traditional DCs has already dropped substantially, it seems
more likely that the global DC power consumption will increase in the
next 5-10 years.

Figure 1.9: Power consumption distribution over types of data center: as

much more efficient hyperscale DCs have replaced traditional DCs the

total power consumption from 2014 to 2020 has remained relatively stable

even though the DC workload has tripled (from [13]).
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1.3.4 Towards Faster and More Efficient Interconnects

However, increasing the number of fiber links by building more and/or
bigger data centers is not the only way in which the data processing
capabilities can be increased. Another option is to expand the capacity
per link by:

1. Increasing the speed by which a data packet is sent over a given link

2. Increasing the amount of data within a packet

Moreover, to sustain an estimated annual growth rate of 25 to 30% of
the global internet traffic [4] both options are actively explored by the
industry. This will require the development of compact and power-
efficient optical transceivers capable of operating at double or quadruple
the rate of the generation of DCIs at the beginning of this research (i.e.
from 10-25Gb/s per lane to 100Gb/s and more).

In order to contribute to this research and development, the objective
of this work is to investigate and design compact, low-cost, and low-
power optical transceivers for next-generation intra and inter data center
interconnects.

The following chapter will introduce some of the key aspects of optical
fiber communication with respect to datacom applications. We will look
at the main requirements, difficulties, and tradeoffs (both physical and
economical) of optical interconnects in general and optical transceivers
in specific, in order to provide context for the design choices of the
fabricated optical transceivers and the experiment setups in the following
chapters. As this research centers around integrated optical transceivers,
the drawbacks and advantages of the two most prevalent platforms for the
realization of photonic integrated circuits (silicon and indium-phosphide)
will be discussed. Finally, an overview of the different types of high-speed
modulators most commonly found on these platforms will be presented,
as well as how these modulators can be used to realize multileveled
modulation beyond the conventional direct conversion of the electrical
signal to the optical domain on a single modulator.
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2
Optical Interconnects

2.1 Fiber-Optic Communication

2.1.1 From Copper to Fiber

Since the invention of the telegraph in the 1830s and 1840s, the amount of
data and the distance over which it can be sent have increased enormously
(Fig. 2.1). In the following century the growth of wired communication
was mainly driven by transmission of electrical signals (voltages and
currents) over copper wires. The early electrical communications systems
used pairs of wires (e.g. the familiar twisted pair telephonewires). The first
coax-cable (a metal core within a cylindrical metal cladding providing the
return path for the current) was deployed during the Second World War
and had a bandwidth of 3MHz. However, at higher speeds the frequency-
dependent cable losses rose rapidly, limiting the maximal bandwidth-
length (BL) product. Hence, it was impossible to transmit over a large
distance and at high data rates. Multi-gigabit transmissions over more
than a kilometer only came within reach by switching to another physical
medium: light.

17
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.

Figure 2.1: Rise in bitrate-distance product from 1850 to 2000 annotated

with the emergence of key technological advancements [1]
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2.1.2 Light as communication medium

As light is an electromagnetic wave, five physical dimensions form the
basis for communication: polarization, frequency, quadrature (or phase),
time and space. Fig. 2.2 shows some concrete examples of how each of
these dimensions can be employed in the optical domain.

.

Figure 2.2: Examples of how the five physical dimensions of electromag-

netic communication can be applied in optical communications [2]

Mathematically, we can represent light in an optical waveguide (e.g. a
fiber) as:

(

Ex

Ey

)

=

(

Ex(t)e
jωt+φx(t)

Ey(t)e
jωt+φy(t)

)

=

(

(Ix(t) + jQx(t))e
jωt

(Iy(t) + jQy(t))e
jωt

)

(2.1)

In most of the deployed optical communication systems, amplitude (Ei(t),
or as intensity: |Ei(t)|2), phase (φi(t)) and/or frequencies (ω) are used
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to represent the information state of a transmitted symbol. The two
orthogonal polarization states (x and y) and wavelength of the light wave
are often exploited to increase the number of channels to carry theses
symbols. These schemes are called polarization division multiplexing
(PDM) and wavelength division multiplexing (WDM), respectively.

Virtually all intra data center optical interconnects currently rely on
intensity modulation and direct detection (IMDD). Here, the amplitude (or
rather the intensity |E(t)|2) of a laser source is modulated by an electrical
driver. This can be realized either by varying the bias current that feeds
the laser, i.e. direct modulation, or by driving a modulator after the light
source, i.e. external modulation. Direct modulation has the advantage
that it requires fewer optical components and is therefore a more low-
cost solution. These devices are, however, typically limited in bandwidth,
as well as extinction ratio as there is a speed penalty in switching the
laser off beyond its threshold current. Furthermore, due to the different
states when transmitting high output powers and low output powers, the
effective round-trip time in the cavity of the laser is also modulated. This
introduces a frequency shift between the generated zeros (low power state)
and the ones (high power state), i.e. chirp. In the presence of chromatic
dispersion this chirp will introduce an additional distortion penalty on top
of the chromatic distortion, reducing the link span even more.

The most common examples are vertical-cavity surface-emitting lasers
(VCSELs) and direct-modulated lasers (DMLs). Semantically, VCSELs
are of course also a type of DML, but a DML is typically understood
to be a distributed-feedback (DFB) laser (e.g. as in [3, 4]). The main
difference between both types of semiconductor lasers is the direction of
light generation: DFB lasers are in-plane light emitters (Fig. 2.3), while
VCSELs -as the name suggests- emit out-of-plane (Fig. 2.4). On the plus
side, this means that a vendor can do quick wafer-level testing on VCSELs,
but it makes them less practical light sources for optical ICs as their light
directions mismatch.

Most VCSELs are multi-mode (MM) sources, i.e. there is more than
one distinct peak in their output spectrum. However, single-mode
(SM) VCSELs also exist. Usually, they are engineered towards the
conventional single-mode telecom and datacom wavelengths of 1310 nm
and 1550 nm, as low-cost alternatives for in-plane DMLs. These SM
devices are not hindered by inter-modal dispersion but generally exhibit
a lower bandwidth than their 850 nm MM counterparts. Nonetheless, in
combination with the right electronics, state-of-the-art SM-VCSELs have
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Figure 2.3: (a) Schematic of a IIIV-on-Si DFB laser capable of 28Gb/s

with the lasing mode predominantly confined in the IIIV-waveguide; (b)

annotated cross section of the DFB laser [4].

(a) (b)

Figure 2.4: (a) Cross section of a GaAs VCSEL [5]; (b) Top view of a 56Gb/s

PAM-4 datacom VCSEL [6]

demonstrated capabilities beyond 50Gb/s with multilevel modulation in
C-band [7] or with on-off keying over more than 15 km in O-band [8].

External modulators on the other hand can provide higher extinction
ratios and higher bandwidths but require a more complex and costly
optical frontend. By separating the modulation from the light genera-
tion, a laser source meant for continuous-wave (CW) operation can be
optimized towards higher output power and efficiency without worrying
about speed requirements. While directly modulated lasers are almost
exclusively used for intensity modulation, external modulators are also
widely used to create other types of modulation such as amplitude and
phase modulation, or a combination of both.
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2.1.3 Optical Fiber

Optical fibers are thin wires that consist of two different materials: the
core and the cladding (that surrounds the core). Due to the difference in
refractive index n between both materials (ncladding < ncore), practically
all of the light that is sent into the core will remain confined in it.
Characteristically, fiber possesses extremely low losses per km (with the
current record standing at 0.14 dB per km [9]). The loss profile of the
most prevalent type of fiber made from silica glass, called standard single
mode fiber (SSMF), is shown in Fig. 2.7. There are two clear transmission
windows corresponding to the local minima in the loss curve: one around
1300 nm (the O-band) with a loss of 0.4 dB/ km and one around 1550 nm
(the C-band) with a loss of 0.2 dB/ km. Unsurprisingly, these are the classic
telecom wavelengths for optical communication. Especially C-band and
L-band (around 1600nm), where the attenuation is the lowest, are the
wavelengths of choice for long-haul optical communication systems as
they allow for theminimal amount of inline optical amplifiers or repeaters,
i.e. erbium-doped fiber amplifiers (EDFA) [10]. Invented in 1987 [11],
EDFAs meant an big leap forward for optical interconnects as they
provided an extremely broad gainmedium, covering thewhole C-band and
parts of the L-band, with a tolerable amount of added noise. Consequently,
several wavelengths could be easily amplified simultaneously, allowing
to boost the fiber capacity drastically through wavelength-division multi-
plexing (WDM). In O-band, optical amplification is typically realized by
semiconductor optical amplifiers (SOAs), but their performance is not
comparable to that of EDFAs. SOAs have higher noise, provide less gain
over a smaller wavelength range, and behave non-linearly with fast transit
times. Hence, almost all optical links that require a decent amount of
optical amplification are operated in C- and L-band.

2.1.4 Multi-Mode versus Single-Mode Fiber

There is another window around 850 nm (2.5 dB/ km or more) that is used
for short-reach data communication up to a couple of hundred meters.
This window is mainly attractive for use in datacom applications due low-
cost optical components sources that can be realized at these wavelengths.
However, to reduce cost even further these types of links typically use
multi-mode mode fiber (MMF) which has a much wider core (50 to 65 µm)
versus almost 9 µm in SMF (Fig. 2.5). This means that the fiber alignment
to the MMF-components is much more relaxed tolerances, resulting in a
significantly cheaper packaging. MMF-based optical transceivers almost
exclusively use VCSELs as optical transmitter [12]. Thanks to the larger
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Figure 2.5: Representation of pulse propagation in multimode and single-

mode fibers.

fiber core and thus more relaxed fiber alignment to the VCSEL, and
the large number of short optical links in data centers, these low-cost
transceivers have traditionally dominated the 100m links in many data
centers with unrivaled cost.

As the name suggest, MMF allows different modes of the light to be
excited simultaneously due to the larger MMF waveguide core. However,
because each mode travels at a different speed and thus a slightly different
propagation delay, themodulated pulses will spread out in time and distort
neighboring pulses, resulting in inter-symbol interference (ISI). In MMF
the main source of dispersion arises from this inter-modal dispersion,
limiting the useful distances to a couple of 100m depending on the MMF
category. Currently, the fastest categories (OM4 and OM5) allow for a
bandwidth-distance product of around 4.7 GHz · km (at 850 nm)[13].

Due to the more compact geometrical dimensions of the core, only one
optical mode can be excited in SMF on the other hand. This eliminates
the possibility of inter-modal dispersion and allows for much longer fiber
spans. As the speed and the number of plus-100m interconnects have
increased significantly with the emergence of hyper scale data centers,
SMF-based optical transceivers have seen their share grow significantly
inside the data center as they offer a much higher bandwidth-distance
product with respect to competing technologies such as MMF and the
copper wireline connections. And this trend will only become more
pronounced with increasing link rates (Fig.2.6).

However, even within a single mode there is a different propagation speed
for each frequency component. This type of intra-modal dispersion is
called chromatic dispersion (CD) or group-velocity dispersion. The amount
of CD at a certain wavelength is given by the dispersion parameter D

(expressed in ps/nmkm) :
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Figure 2.6: Evolution of different interconnect technologies and their

deployment inside and between data centers according to Intel [14].

Figure 2.7: Loss profile of a standard SMF [15].
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Figure 2.8: Chromatic fiber dispersion (D) consisting of material (DM )

and waveguide (DW ) dispersion of a standard SMF [16]

D =
−2πc

λ2
β2 (2.2)

where β2 is the group velocity parameter and λ the carrier wavelength in
vacuum [17]. The evolution of D over wavelengths is shown in Fig. 2.8.
It is worth to have a closer look into the effect of CD on the fiber
transmission. In a small-signal regime the transfer function of a SSMF
of length L can be approximated by:

HSMF (λ0, f) = e−α(λ0)L · e−jπD(λ0)λ2

0
Lf2

(2.3)

with α the fiber attenuation, D the dispersion parameter and L the length
of the fiber [1]. Ignoring fiber losses and assuming a chirpless source, we
can describe the power transfer function of the fiber channel (e.g. after
reception with a photodiode) as a filter with intensity variations related to
the CD ([17]):

|HSMF (λ0, f)|2 =
∣

∣

∣

∣

cos
LDλ2

0ω
2

4πc

∣

∣

∣

∣

2

(2.4)

with ω = 2πf . This equation characterizes a frequency-selective channel
with transmission nulls located at:
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fnotch =
2π

λ0

√

c(k + 1/2)

LD
(2.5)

with k = 0, 1, 2, . . . . In Fig.2.9 the power transfer function |HSMF |2
is plotted for a transmission at 1550 nm (i.e. the center of C-band where
the dispersion parameter D is approximately 17 ps/nmkm) for the most
common intra-DCI fiber lengths. We can see that for longer fiber spans (1)
the number of transmission nulls increases in a given frequency window
and (2) that the first notch appears at lower and lower frequencies. For
a IMDD link the chromatic distortion penalty clearly limits the bitrate-
distance product.

With the newest generation of optical interconnects in the data center
operating at 53.125Gbaud (e.g. 400GBASE-DR4 [18]), there is already a
noticeable penalty after 1 km and transmission over more than 2 km will
be challenging without any CD compensation for wavelengths in the C-
band.

Figure 2.9: Transfer function of standard SMF at 1550 nm with D =
17 ps/nmkm.

Interestingly, the dispersion curve crosses zero around 1310 nm (Fig. 2.8),
resulting in significantly reduced chromatic distortion in O-band with
respect to C-band. This also explains why O-band is currently the
preferred wavelength window for SMF transceivers in data centers; the
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links are short enough to avoid the use of optical amplifiers but they are
becoming fast enough to feel the chromatic distortion in the C-band. As
good rule-of-thumb, a 3- dB bandwidth of at least 2/3 of the baudrate is
required to ensure transmission with minimal impairments [19]. Looking
at Fig.2.9, it is clear that from 40-50Gbaud on it will be challenging to
sustain a decent link performance up to 2 km of standard SMF for C-band
transceivers without additional compensation techniques.

Nevertheless, in chapters 3 and 4 we will discuss two possible solutions
where with the right combination of photonics and electronics transmis-
sion over more than 2 km was achieved in the C-band for rates from 50 to
100Gbaud without any digital signal processing.

2.2 Photonic Integrated Circuits

As photonic integrated circuits (PICs) are growing more and more into
a mature design domain, attention has slowly but surely started to shift
from the design and optimization of pure building blocks (phase shifters,
photodiodes, splitters and combiners,…) to the circuit level design. The
designer needs to know the properties of the components he or she
is using, but no longer necessarily has to know all the details of how
a particular device is made in the fab. This evolution is very similar
to the one electronics underwent in the last 30-40 years, where the
characteristics of the device are boiled down to a handful of design
parameters that can quickly capture the main performance of a device
and which are fine-tuned and/or optimized with the help of EDA software
tools.

Of course, this is only possiblewith awell characterized Process DesignKit
or PDK: a library of the available building blocks in the given technology,
where all components are listed with a -preferably small- performance
variation interval to their nominal behavior, as well as a combination of
layout and design rules to ensure this behavior over the complete wafer.
Meaningful simulations on (very) large scale integrated (VLSI) circuits
are only worthwhile when this kind of information is provided by the
fab so that IC designers can verify if a circuit will achieve the desired
performance with a sufficiently large confidence interval. Currently,
integrated photonics is not at this point yet andmost of the PICs will (have
to) limit themselves to a relatively modest amount of building blocks and
functionalities, where the designs still rely heavily on the experience of
the photonic design engineer to anticipate these non-idealities and make
the design robust to as many of them as possible.
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Photonic Platform Choice: to Si or not to Si

Several photonic integration platforms exist, each with their own advan-
tages and disadvantages. An important figure of merit for any integration
platform is the feature size of building blocks. For PICs, the size of passive
optical building blocks such as waveguides, splitters, filters, multiplexers,
and demultiplexers are strongly correlated with the index contrast: the
higher the difference in refractive index between the waveguide core and
its cladding, the more confined the optical mode can be and the smaller
the feature size necessary to perform a certain optical functionality. In
Fig.2.10, the size of an arrayed waveguide grating (AWG), an device that
can be used as a wavelength (de)multiplexer, is given for three popular
integration platforms: Silica on Silicon, Indium Phosphide and Silicon on
insulator (which is one of the most common forms of silicon photonics).
The dependence of the feature size of the AWG on the index contrast is
shown clearly in Fig. 2.10.

5
0
 m

m

(a) Silica on silicon

4
 m

m

(b) Indium Phosphide

0
.3

 m
m

(c) Silicon on insulator

Figure 2.10: Size comparison of an arrayed waveguide grating realized on

(a) Silica, (b) InP, and (c) SiP. Thanks to the high index contrast SiP can

realize much tighter bends (from [20]).

Silica on silicon Indium Phosphide Silicon on insulator

Contrast 0.01-0.1 0.02-0.5 1.0-2.5

Mode diameter 8 µm 2 µm 0.4 µm

Bend radius 5mm 0.5mm 5 µm

Size 10 cm2 10mm2 0.1mm2

Table 2.1: Size comparison of an arrayed waveguide grating.

However, as we will see, for high speed applications the active optical
capabilities are equally important, and the choice of platform becomes
dependent on many more parameters. For PIC designs geared towards
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datacom applications, IndiumPhosphide (InP) and Silicon photonics (SiPh)
are the most prevalent choices as integration platform, and therefore
deserve a more detailed discussion of their specific pros and cons.

Indium-Phosphide (InP)

Indium-Phosphide (InP) is a group III-V semiconductor material that is
characterized by a direct bandgap and a very high electron velocity,
making it a popular choice for ultra high-speed and high-frequency
photonic and electronic integrated circuits (PICs and EICs). The direct
bandgap of the III-V materials allows to make efficient lasers and photodi-
odes. The primary advantage of III-V based platforms is that by tweaking
the bandgap of the materials through different composition, one can make
efficient amplifiers, modulators, and photodetectors in the same platform.
This means that all the building blocks are present for a basic transceiver.
Unsurprisingly, the first successful PIC, dating back to 1987, was an InP-
based electro-absorption-modulated laser (EML) [21].

Unfortunately, because it is scarce (Indium is about as common as silver on
earth), InP is also quite expensive. Furthermore, thematerial is very brittle,
making it nearly impossible to growwafers much larger a couple of inches
in diameter. In practice, wafers of 2 to 4 inches are most common. This
severely limits the possibility of high volume production, which otherwise
could be used to drive down the die cost. Another downside is the lack of
a good native oxide. This means that the index contrast, needed to make
low-loss optical waveguides with small bend radii and compact structures,
has to be obtained by adding a different material, typically GaAs, to realize
InGaAs or InGaAsP waveguides with InP cladding (or air at the edges).

Finally, the active-passive interfaces can be problematic as both the actives
and the passives are made by epitaxy, introducing many interfaces and
consequently many chances for defects. Moreover, many active compo-
nents (lasers, amplifiers, modulators, detectors) actually require tailored
material compositions and doping conditions for optimal performance.
This is why the design of InP-based building blocks is often referred to
as bandgap engineering.

So, to combine many of different functionalities on a single InP-PIC there
is often a trade-off made between (1) shared material/process conditions
that allow to implement all the required optical functions and (2) several
material regrowths to tailor the bandgap to the functionality of each
optical building block. Taking into account that if such a shared condition
can be found it will always be a comprise in terms of performance between
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all subsystems, while on the other hand every additional regrowth will
significantly affect the yield (as the number of interfaces and the chances
of defects grows), and increase the cost and complexity of the fabrication
process. If a performance compromise is not tolerable, the integration of
the different functions can of course also be realized by combining two or
more different dies together (e.g. by butt coupling) at the expense of even
higher complexity in terms of electrical/optical routing and packaging as
well as overall cost.

Silicon Photonics (SiP)

On silicon on the other hand, the raw performance of (some of) the
active optical components might be lagging behind those of their InP
counterparts (or not present in case of optical gain), but much more
functionalities can be combined in a single die. For example, polarization
rotators and combiners are not readily available on InP, requiring an
additional external subsystem to perform this task (e.g. in Silica). Many
passive building blocks (routing, splitters, …) can be made on a much
smaller footprint, saving valuable transceiver real-estate.

Figure 2.11: Main building blocks available on imec’s 300mm Silicon

Photonics platform (iSiPP50G) [22]

Let us, for example, consider one of the most complex PICs: a long
haul fiber transceiver. A silicon photonic version consists of only
one PIC that realizes all the needed optical functionalities (modulation,
detection, splitting/combining, routing, and polarization handling) apart
from light generation which is accomplished by a co-packaged laser
(e.g. [23]). Remarkably, the implementation with a external high-power,
low-linewidth laser source might actually be more power efficient as only
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the laser needs to be cooled, resulting in significant power savings on
the thermal electrical controller. As the SiP PICs are less temperature
sensitive than the InP PICs, close or even fully monolithic integration with
electronics (driver, TIA, DSP) is much less of an issue as it is for InP [24].

Unfortunately, Silicon is a group IV semiconductor with an indirect
bandgap. This immediately pinpoints to the main weakness of the
silicon-on-insulator (SOI) platform: it lacks a native means of optical
amplification, and as such, it cannot produce a light source. However,
several solutions exist to alleviate this problem [25]: lasers can be grown
epitaxially on the SOI (heterogeneous integration) or butt-coupled to the
PIC during assembly without having to interfere with the SOI. Recently,
transfer printing has gained quite some attention as a promising and -
most importantly- cost-effective way to selectively transfer pieces of III-V
material (e.g. to be used as gain medium for a laser) or even complete III-V
devices to a SOI wafer or PIC [26].

Whereas indium is a very rare material, Si on the other hand is the
most common material on earth (roughly 27% of the mass of the earth’s
crust is silicon). It is mechanically very strong and exhibits an excellent
native oxide: SiO2. As an oxidized Si wafer can be molecularly bonded
to another Si oxidized wafer, nearly all waveguides in SiP can be made
without any epitaxy, allowing for high PIC yields. Due to its mechanical
strength, wafers up to 300mm (12 inch) are commonly available for SiP
PICs. Furthermore, these wafers can be fabricated reusing standard CMOS
fabrication tools and processes, and benefit from 40 years of experience
and investments in electronic IC fabrication. For a Si waveguide embedded
in SiO2, there is a high refractive index contrast between Si (n ≈ 3.5) and
SiO2 (n ≈ 1.45) both vertically and horizontally, while in InP high index
contrast is limited to one dimension when contrasted to air. This allows
ultra compact designs and wavelength scale integrated optical functions
that are typically not readily available in InP such as polarization rotators
and combiners, vertical fiber-to-chip grating couplers, and high-Q micro
ring resonators (MRM) with bend radii 5 µm or less [27, 28].

2.3 Integrated Optical Modulators

As a large part of this work is focused on the development of new and
advanced modulators, it would be instructive to briefly review the most
common optical modulators and to understand their specific strong points
and weaknesses. Furthermore, the interferometric operation of the Mach-
Zehnder modulator is interesting to investigate in more detail, as this
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principle will also used in the developed modulators. Direct modulation
of a light source as is done with VCSELs or DFB lasers, where varying
the current through the laser diode changes the optical output power, will
not be discussed, as these devices are generally significantly slower than
external modulators, produce frequency chirp, and are limited to power
modulation schemes. Nevertheless, interesting hybrid approaches mixing
direct and external modulation can be envisioned. For example in [29], an
optical digital-to-analog converter (DAC) was generated by varying the
current to a DFB laser as well as the taper from the laser to the waveguide
(acting as an EAM) with two independent pseudo-random bit streams
(PRBS) to create PAM-4.

Here, we give an short overview of the most common modulators in
integrated photonic platforms: the Mach-Zehnder modulator (MZM), the
ring modulator (RM), and the electro-absorption modulator (EAM).

2.3.1 Mach-Zehnder Modulator (MZM)

In a Mach-Zehnder interferometer (MZI), light is split in two paths
where each path induces a different phase and then recombined again,
resulting in either destructive or constructive interference depending on
the accumulated relative phase difference between both arms. The induced
phase difference can be fixed (e.g. using different optical path lengths) or
it can be induced externally by applying an electrical signal to a phase
modulator located in one or both arms. This structure is called a Mach-
Zehnder Modulator (MZM).

Although only one phase shifter is required for amplitude modulation,
MZMs are almost always made with a phase modulator in both arms as
this provides several advantages. Fig. 2.12 shows the phasor diagram
for an MZM with only one phase modulator which introduces chirp
and a MZM with two phase modulators driven in push-pull. When
driving both phase modulators differentially as illustrated in Fig. 2.12b,
only half the voltage swing is needed per arm to induce the same level
of modulation. This optical push-pull operation is often preferred as it
makes themodulator inherently chirpless. Thismeans that pure amplitude
modulation is obtained without any undesired residual phase modulation.
It also demonstrates that twice the phase shift (and thus twice the voltage
swing) is required to produce the same modulation without the push-pull
operation (Fig. 2.12a). A single MZM-arm needs to induce a total phase
shift of π, while both phasors -when driven differentially- need only π/2
each: +π/2 on one arm and −π/2 on the other.
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(a) MZM with single phase modulator. The phasor of the output field follows a
half circle arc in the first quadrant of the complex plane. The resultingmodulation
has a varying phase component, i.e. the modulator chirps.

(b) Push-pull driven MZM. The phasor of the output field follows the real axis
of the complex plane. The resulting modulation is thus chirpless as the phase is
constant.

Figure 2.12: MZM operation: single phase modulator versus dual phase

modulator in push-pull

By design a dual-driveMZM can produce several modulationmechanisms:
phase, amplitude and power. For power modulation, the MZM is biased
at 90° (quadrature), where DC-balanced swings will see the most linear
region for power modulations such as NRZ and PAM-4. Setting the bias
to 180° (minimal transmission) will result in the most linear region for
amplitude modulation as shown in Fig. 2.13b. If both arms are driven with
the same signal (and the same sign), pure phase modulation is achieved.

In an ideal phase modulator, the effective refractive index (∆neff ) of the
waveguide varies linearly with the applied voltage, which leads to a linear
relation between the applied voltage and the induced phase difference as
given by

∆φ(V ) = φ2(V )− φ1(V ) = ∆neff (V )
2πL

λ
(2.6)

This linear electro-optic effect, called Pockels effect, is what is used in
classic (LiNbO3) modulators which are able to generate high quality
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(a)

(b)

Figure 2.13: (a) schematic of a push-pull drivenMZM; (b) transfer function

of a MZM in function of the total phase difference∆φ between both arms.

pure amplitude modulation. Unfortunately, due to its centro-symmetric
crystal structure, there is no Pockels effect present in silicon and thus
the free-carrier plasma dispersion effect is exploited to create phase
modulation [30]. Various modulation mechanisms using the plasma
dispersion effect have been studied such as carrier depletion, carrier
accumulation and carrier injection. All of them rely on essentially the
same mechanism, i.e. by varying the distribution of free carriers around
a waveguide, the optical mode feels a different effective refractive index
(neff ) which leads to a proportional phase change[31].

The rate at which neff changes with V is a material property, and is fully
determined once an specific implementation and technology platform for
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a phase shifter is chosen. This also leads to the main figure-of-merit (FoM)
for MZMs: VπL, typically expressed in V.mm. It indicates how much
voltage swing is needed to induce a 180° phase shift (Vπ) for a given
modulator length. It also acts as a useful design guide in determining
the voltage swing for a given modulator length, vice versa, the minimal
modulator length for a given swing to induce a certain amount of phase
shift.

A popular implementation among plasma dispersion based phase modula-
tors is the lateral PN-junction in depletion mode, as it is relatively easy to
fabricate and tends to produce the fastest modulation. However, depletion
introduces only a weak phase response leading to a high VπL (ca. 10 Vmm
to 20Vmm for state-of-the-art SiP MZMs). As a consequence, depletion
type based phase shifters need to be very long (several millimeters) to
accumulate sufficient modulation at feasible driver voltages. Hence, the
electric contacts need to be driven as a transmission lines to account for the
travelling wave effects, which in its turn requires the addition of a suitable
termination (typically a resistor) to prevent reflections. Unfortunately,
because the characteristic impedance of these electrodes as well as its
terminating load is quite low (∼30Ω), the resulting current consumption
in the driver IC is much higher when compared to compact modulators
which can be driven as lumped components.

Another option would be to segment the electrode in sufficiently short
pieces so that each segment can be driven as a lumped capacitive load
by a distributed driver [32, 33]. Now, the resistive terminations can
be avoided in favor of other low-power driver topologies (e.g. CMOS
invertors). However, to keep a segment behaving as a lumped element
with sufficiently low capacitance the maximal segment length is typically
limited to 250 µm to 300 µm. Thus many segments and equally many
drivers are needed for this distributed solution, possibly costing more
power than one single transmission line driver and with a much more
involved IO from the EIC to the PIC. The segmentation does offer other
advantages as it allows the segments to be driven independently, which
can be used to make multilevel optical modulation using only binary
drivers (i.e. an optical DAC, more on this in Section 2.6) or to shape the
frequency response of the modulator by applying delayed versions of the
electrical signal to some segments and creating an optical feed-forward
equalizer.

Either way, MZMs typically require significantly more power to be driven
than small capacitive optical modulators such as RMs and EAMs.
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(a)

(b)

Figure 2.14: MZM topologies: (a) travelling wave electrodes of length L

with a resistive termination driven as a transmission line; (b) N short,

segmented electrodes (i.e. without noticeable traveling wave effects) of

length L/N driven as lumped capacitive load by N drivers.

Velocity mismatch

Even without accounting for the more accurate non-linear dependence
of ∆neff on the applied voltage V in many integrated MZMs, Eq. 2.6
which led to design parameter and FoM of a constant VπL, is only true for
relatively “short” MZMs, as it assumes that the electrical and the optical
wave travel at equal speed. This is however not the case. Somewhat
counter-intuitively, on PICs the electrical waves typically travel faster
than the optical waves through their respective medium, both in SiP and
InP platforms. Hence after a certain propagation distance, there will be
a noticeable walk-off between the electrical and the optical wave. This
means that one has to actively slow down the electrical wave (e.g. by
meandering the transmission line along the pn-junction [34] or adding
active delay elements in the segmented case [32]) to compensate for
this velocity mismatch. If not, this mismatch will manifest itself by
a loss in modulation efficiency and, even worse, as a source of inter-
symbol interference, limiting the EO bandwidth of the device. Although
the amount of velocity mismatch is fixed for a given travelling wave
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modulator, its negative effects become more pronounced at high symbol
rates. For example, a walk-off of 2 ps might be negligible at 10Gbaud, but
it might be a clear source of interference at 53Gbaud where the symbol
period is less than 20 ps. Or in other words, as the MZM length is often
chosen in terms of the available voltage swing, with rising baud rates
velocity mismatch will have to be dealt with at shorter and shorter MZMs
lengths.

2.3.2 Ring Modulator (RM)

Ring resonators have attracted a lot of research attention both as filters,
sensors and modulators. They consist of a bus waveguide and a loop
waveguide as shown in Fig. 2.15a. A fraction of the light is coupled
from the bus to the loop, where it travels many times around the loop
and the same fraction of the loop light is coupled back into the bus
waveguide. For certain frequencies light coupling out will exhibit a π

phase shift with respect to light in the bus waveguide and destructive
interference occurs. The ring resonator is characterized by a typical
periodically notched transmission spectrum where the free spectral range
(FSR) between two neighboring notches depends on the circumference
of the ring (or, equivalently, the round-trip time). Thus, RMs are a
type of interferometer just as MZMs, where the the interference happens
through feedback while in a MZM the interference takes place due to a
recombination of the light in feedforward.

A ring resonator is transformed into a ring modulator by placing a phase
shifter in the loop waveguide which can induce changes in the effective
cavity length. This change shifts the resonance towards or away from the
operational wavelength resulting in less (or more) light out the output of
the bus waveguide, i.e. on-off keying modulation as shown in Fig. 2.15b.

Thanks to its intrinsically high index contrast, Silicon photonics is ideally
suited to realize extremely compact ring resonators with high Q-factors
and relatively high bandwidths, as these require low-loss waveguides
with very small bend radii. Therefore, MRMs can be extremely compact
modulators on Si-based platforms requiring only very short PN-junctions.
Consequently, the associated junction capacitance is also very low, which
allows for fast, low-power modulation, making the MRM well-suited for
low-power capacitive-load drivers (such as CMOS invertors).

Recently, 128 Gb/s PAM-4 transmission was shown by Intel [35] using
segmented MRMs with a bandwidth of 42 GHz. In [36], we demonstrated
a 100Gb/s PAM-4 single-segmentMRMwithmore than 40GHz bandwidth
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(a)

(b)

Figure 2.15: (a) Schematic and (b) transfer function of a ring modulator
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in a joint experiment with imec, where the modulator was designed and
fabricated.

Although the modulator itself does not consume much energy during
operation, the peripheral circuitry to ensure proper operation might.
Because RMs are very narrow band devices, their operational wavelength
must be meticulously tuned to the laser wavelength and kept there.
By design, they also suffer from a very high sensitivity to any type
of disturbance such as small thermal or power fluctuations, changing
the optimal wavelength of operation. This means that careful and
dedicated monitoring and control circuitry must be provided in any real-
life application, adding complexity, area and power consumption. These
disadvantages only become more pronounced when using multiple MRMs
that must be locked to the same wavelength or to a comb of wavelengths.

2.3.3 Electro-Absorption Modulator (EAM)

Both the MZM and the RM act as electro-refraction modulators, where
a change in ∆neff leads to a phase difference, which is subsequently
converted into an amplitude modulation through interferometric recom-
bination, either in feedback (RM) or in feedforward (MZM). Another
way to generate amplitude modulation is by means of electro-absorption.
Electro-absorption modulators (EAMs) exploit the fact that the bandgap
of a semiconductor material will shift when a electrical field is present,
changing the absorption spectra of the material. In bulk semiconductor
materials this effect is called the Franz-Keldysh effect (FKE). A similar
mechanism, called the quantum confined Stark effect (QCSE), exists in
multiple quantumwell (MQW)material stacks and is exploited extensively
in IIIV-based EAMs.

Photons with sufficient energy will be absorbed and trigger the creation of
an electro-hole pair, resulting in a photocurrent. For a given wavelength
in the operational range of the modulator, an EAM can be thought of as a
photodiode where the reverse bias regulates the fraction of photons that
are being absorbed or, equivalently, the amount of the photocurrent that
is being generated.

As the FKE is intrinsically a sub-picosecond process, EAMs in bulk
materials such as Ge or GeSi as most SiP-based EAMs are typically RC-
limited. Compared to conventional phase modulators, electro-absorption
is a much stronger effect for a given interaction length with the optical
waveguide. The change in absorption can be very significant at relatively
low voltages, which means that EAMs can be made very short (typically
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(a)

(b)

Figure 2.16: (a) Schematic and (a) transfer function of an electro-

absorption modulator.
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100 µm or less). Combining the sub-picosecond FKE and the low electrical
parasitics associated with a very compact form factor, these devices can
realize very high EO-bandwidths. For example, the standard GeSi-based
FKE EAMs from imec are only 40 µm long and are capable of producing
approximately 4 dB extinction at 2 Vpp with a EO-bandwidth well beyond
50GHz. A higher extinction ratio can be obtained by increasing the
voltage swing or by increasing the device length, at the cost of an increased
optical insertion loss.

GeSi FKE EAM

In most of the transmitter designs in this work, longer versions of the GeSi
EAMs developed by imec [37, 38] are used as basic building block for more
complex modulators.

Figure 2.17: Cross-section of pn-junction (e.g. GeSi EAM), with a

simplified equivalent circuit based on the series contact resistance (Rs)

and the junction capacitance of the diode (Cj).

For realistic interaction lengths of this device, where we can still neglect
travelling wave effects (<300 µm), the RC product is dominated by the
junction capacitance and the contact resistance of the EAM [37]. Although
these EAMs should be RC-limited, the measured bandwidth is barely
affected by doubling the length from 40 µm to 80 µm as is illustrated in
Fig. 2.18: doubling the length of the modulator doubles the capacitance
(Cj), but halves the contact resistance (Rs). Using this RC equivalent
circuit as a very rudimental model of the EAM, we can see that increasing
the length should not drastically affect the bandwidth of the device. The
bandwidth of the 80 µm long GeSi EAM was measured to be at least
67GHz (Fig. 2.19). These observations correspond very well with the
measurements done by imec on the 40 µm version available in their SiP-
PDK which had only a drop of 1.5 dB at 50GHz, hinting at a similar 3 dB-
bandwidth as measured for the longer version.

A possible drawback of these EAMs is that their operational wavelength
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range shifts to higher wavelengths when they heat up. However, this
temperature induced drift can mitigated or kept within a certain range by
preactively heating the EAM with resitive heaters. Based on the read-out
of a nearby on-chip temperature sensor, the current through these heaters
can be increased or decreased accordingly to ensure stable operation.

Figure 2.18: Based on the simplified RC-model from Fig. 2.17, the RC

bandwidth of the modulator is not expected to change significantly if its

interaction length is doubled.
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Figure 2.19: Measured EO-bandwidth of the 80 µm GeSi EAM (with and

without de-embedding the frequency response of the 70GHz photodiode).

But perhaps the main drawback of these Ge/Si Franz-Keldysh based
devices is that it inherently lacks the capabilities to operate outside the
C- and L-band. These are import bands for telecom but most datacom
standards require operation in O-band where the chromatic dispersion is
close to zero. Even so, we will show in this research that even in C-band
100Gb/s/λ transmissions up to 2 km can be achieved at sufficiently low
bit error rates with the right combination of electronics and optics, which
covers all possible intra-data center links even in hyper scale data centers.
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Nevertheless, much research has been devoted in the last years to realize
multiple quantum-well based Ge/Si EAMs that are capable of O-band
modulation as this would possible be a game-changer for silicon-based
transceivers[39]1. And although a silicon option might be preferred in
terms of cost, QCSE EAMs made in IIIV-based materials such as InP are
more than capable of efficient O-band modulation. For example, the EMLs
used for 100Gb/s/λ are de-facto DFB lasers with this type of EAM closely
integrated next to the laser [41, 42]. Many of the topologies proposed
in this work are therefore directly applicable to IIIV-based platforms
or heterogeneous platforms where the III-V modulator is integrated on
silicon photonics.

2.4 IMDD Optical Transceivers for Data Centers

Fig. 2.20 shows a typical gearboxed IMDD-based optical transceiver used
inside data centers today. In this example, two streams of NRZ data with
half symbol rate are multiplexed to one fullrate optical signal running as
NRZ (at twice the input baudrate), or as PAM-4 (at the input baudrate
but with four signal levels). Because the bitrate of the electrical channel
from and to the optical module mismatches with the optical bitrate on the
fiber, a so-called ‘gearbox’ is required tomerge the data from two electrical
lanes into a single optical lane. Either by multiplexing in the time domain
(2×50Gb/s NRZ to 100Gb/s NRZ), in the amplitude domain (2×50Gb/s
NRZ to 50PAM-4), or possibly both (2×25Gbaud PAM-4 to 50Gbaud PAM-
4). 400GBASE-DR4 is a prime example of a gearboxed link as it takes in
2×26.5625Gbaud PAM-4 lanes to transmit one optical 53.125Gbaud PAM-
4 signal. Gearboxed solutions tend to add extra complexity and hence
power consumption to the electrical design of the module as the both
inputs need to be retimed and synchronized to each other before they can
be joined. We will discuss the components in the gearbox version in more
detail in the following section, as the non-gearbox version can be easily
understood as a simplified version of this optical transceiver type.

2.4.1 Transmitter Side

At the transmitter side, multiple electrical input lanes are equalized,
retimed by a clock-and-data-recovery circuit (CDR), and -in general-
combined by a serializer (or multiplexer) into in a single electrical lane
at a higher speed, although many alternative schemes exist depending on

1While writing this, the first monolithically integrated O-band EAM on a silicon

platform was announced by Imec on VLSI 2020[40]
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Figure 2.20: Simplified blockdiagram of a gearbox-based optical

transceiver where two electrical NRZ lanes can be (de)serialized in time

domain (NRZ over the fiber) or (un)stacked in the amplitude domain

(PAM-4 over the fiber).

the specific configuration of the photonic components. A driver circuit
then applies this signal with the appropriate voltage swing to one or more
optical modulators.

With the transition from discrete optics to integrated photonics, many
opportunities have risen to rethink the topology of drivers depending
on the modulator’s specific load impedance rather than a more generic
50Ω interface (often accompanied by a transmission line if the modulator
cannot be placed close enough to the electronic IC). Recent examples
have demonstrated very high power efficiencies with less than 1 pJ/bit
power consumptions for MRMs and EAMs [43–45]. Compact modulators
such as MRMs and EAMs are inherently well-suited for these type
of optimization as they behave as a small, lumped capacitive load, as
explained in section 2.3. Segmenting the electrodes of a MZM allows
similar driver topologies to be utilized on MZMs. But even though the
per driver power consumption can be significantly lower, the cumulative
power consumption of all segment drivers quickly surpasses that of more
conventional resistive termination driver topologies.

A more interesting advantage of these segmented MZMs is the ability
to generate multileveled optical signals based solely on binary electrical
drivers. These types of optical DACs using multiple modulators either in
series or in parallel have shown superior signal quality with respect to the
stand-alone andmultilevel-driven counterparts forMZMs [46], MRMs [47]
and EAMs [48] as we will showcase in Chapter 4.

2.4.2 Receiver Side

At the receiver, the optical signal is converted to an electrical current by a
photodiode (PD). A PD typically is a junction (often a p-i-n junction with
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a small part of intrinsic semiconductor material between the p- and n-
doped regions) where for a certain wavelength window (i.e. energy state
of) the incident photons from an optical wave trigger the generation of an
electron-hole pair, i.e. a current. The efficiency at which the conversion of
optical power to current happens is called responsivity R ( A/W):

R = Iph/Popt (2.7)

For optical powers below the saturation threshold of the PD, there is a
linear relation between between Popt and Iph. This is the samemechanism
that is exploited in EAMs, with themain difference that EAMs are operated
at wavelengths close to their bandgap energy. This bandgap can be shifted
by the presence of an electrical field (i.e. a voltage difference over the
semiconductor junction) allowing for more or less photons to be absorbed.
A photodiode, on the other hand, is designed to be operated further
away from the material’s bandgap to guarantee maximal absorption
independently of the applied bias.

For high-speed communication, not only a high responsivity but also a
very fast OE-conversion response time is desired. The response time of
the detector is typically limited by (1) the transit-time i.e. the time it takes
for the generated electron-hole pairs in the depletion region to reach the
cathode and anode, and (2) the RC time constant of the internal equivalent
electrical circuit of the diode. Hence, in high-speed applications PDs
are reversed biased (typically between 1V to 5V) so that the depletion
region can extend maximally, thereby reducing the junction capacitance
and the resulting RC-product, and accelerating the electron-hole pair to
the saturation velocity in the lattice. Contrary to EAMs this voltage does
not affect the responsivity of the photodiode.

During the last five years integrated detectors have seen remarkable
progress, especially in SiP, with state-of-the-art devices that can support
up to 100Gbaud operation (>67GHz bandwidth) at high responsivities
(>0.75A/W), both in C-band [49, 50] and O-band [50].

However, another class of detectors exist where the electrical field over
the junction is made so strong that an incident photon with the right
frequency will introduce a chain reaction of electron-hole generations.
The devices are called avalanche PDs or APDs and have a voltage
dependent total responsivity due to the avalanche gain factor which
multiplies the primary responsivity R of the PD with a factor M(V ):

Iph = M(V )RPopt (2.8)
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In III-V based devices, very high bias voltages around 20V to 25V are
not uncommon to ensure a strong enough electrical field to trigger the
avalanche effect. In the past decade, many research has been dedicated
towards Silicon-Germanium waveguide integrated APDs as they can
provide much needed additional optical power budget for SiP links. Apart
from enjoying the same advantages as SiP in terms of high-volume, low-
cost and high-yield production, these SiGe devices can be operated at
much more relaxed voltages. In [51], we demonstrated that a sub-5 V
SiGe APD designed by imec [52] could support links up to 50Gb/s PAM-4
with an average avalanche gain of 6 dB. Sub-5 V operation is an especially
desirable target as it would allow theAPD to be biased by the power supply
of the transceiver module or even directly from the TIA without the need
for dedicated off-chip high-voltage supply provided by a boost-converter.

Unsurprisingly, this improved responsivity comes at a price. As the
avalanche process takes time to build up, APDs tend to be noticeably
slower than their non-avalanche operated counterparts. Nevertheless,
due to the inherent power budget advantages they could provide in many
optical links, high-speed waveguide-integrated APDs are still a very active
research domain [52, 53].

Leaving the optical domain, the photocurrent from the PD is converted to a
voltage by a transimpedance amplifier (TIA). This signal is then equalized,
retimed, and deserialized into multiple electrical lanes to be finally sent
off-module.

From a system design point of view, the optical receiver leaves less room
for different architectures or topologies: almost all IMDD transceivers use
a single photodetector to perform the conversion to the electrical domain.
As more and more PDs combine very good linearity, high bandwidth, and
responsivities quite close to the quantum limit, it is difficult to improve
upon a single PD implementation without quickly sacrificing one or
more of these characteristics. The transmitter, on the other hand, offers
several possibilities to differentiate and cater to the specific strengths
of certain technologies, both optically and electrically: What kind of
(external) modulator: ring, EAM, or MZM? Single modulator or multiple
modulators? And if multiple, in series or in parallel? Driven binary or
multileveled? Is the modulator resistively terminated, with or without
transmission line, or can it be driven as a lumped capacitor? For this
reason, most of the research activities in this dissertation focus on the
transmitter in an attempt to demonstrate the benefits that might arise out
of a joint electronics and photonics aware design.
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2.4.3 Pluggable Optical Modules

Fig. 2.21 shows a some of themost common data center optical transceivers
in pluggable modules. For 200G and 400G, the most popular industry
standard form factors are the Quad Small Form Factor Pluggable Double
Density (QSFP-DD) and the Octal Small Form Factor Pluggable (OSFP)
module. The OSFP module is slightly larger than the QSFP-DD, making
it less compact but this allows for a higher power consumption as it
can more easily evacuate heat from the ICs. These form factors are
separately defined by Multi-Source Agreement (MSA) bodies, specifying
compact mechanical modules that are connectorized and pluggable into
a compatible socket in a system platform (e.g. a switch). As different
implementations are favored by different switch suppliers, pluggable
module vendors typically cannot afford to limit their development to a
single form factor and neglect a large part of the transceiver market.

SR DR FR LR ER ZR

Distances 100m-300m 500m 2 km 10 km 40 km 80 km

Table 2.2: Inter and intra DCI fiber span nomenclature. SRx are MMF-

based, all the other categories use SMF.

Depending on the requirements of the link, there is a wide variety of
pluggable modules. Table 2.2 gives the different optical transceivers
categories for ascending fiber reaches. Apart from the shortest distances
(SRx), which is still the exclusive domain of cheaper MMF transceivers, all
other categories employ SMF.

Figure 2.21: Common form factors for high-speed pluggable modules.
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Another way to categorize the modules is based on their lane rate, both
optically and electrically. Faster components can achieve higher baud
rates, which reduces the number of optical lanes needed to reach a
certain bitrate. Less optical lanes means less optical components and
therefore a possibly cheaper solution. That is, if the electrical and
optical components can support these higher baud rates without too
much additional complexity and cost. Furthermore, a higher number of
optical lanes does not necessarily imply a higher number of optical fibers.
Due to the high carrier frequency associated with the traditional telecom
and datacom wavelengths, the occupied bandwidth of even the fastest
available optical transceivers is still three orders ofmagnitude smaller than
the frequency of the laser source.

400GBASE-SR16 400GBASE-DR4 400GBASE-FR8 400GBASE-LR8

Distance 100m 500m 2 km 10 km

Bitrate / lane 26.5625Gb/s 106.25Gb/s 53.125Gb/s 53.125Gb/s

Modulation NRZ PAM-4 PAM-4 PAM-4

Media MMF SMF SMF SMF

Number of lanes 16 lanes 4 lanes 8 lanes 8 lanes

Number of fibers 2×16 2×4 2×1 (WDM) 2×1 (WDM)

Table 2.3: Overview of the main properties of the 400G optical ethernet

standards for DCIs.

For example, a laser at 1550 nm produces a light wave that oscillates
at around 192GHz, while a 50Gbaud signal has less than 100GHz of
significantly contributing frequency components and can thus generously
fit in a 100GHz window (that is: 50 GHz left and 50GHz right of the
carrier). In C-band, 100GHz constitutes to approximately 0.8 nm. Hence,
C-band alone (1530-1565 nm) can carry up to 44 100GHz wide channels.
And a similar reasoning can be made for the other standard transmission
windows. This mechanism of combining as many as possible optical
lanes in a certain transmission band is called dense wavelength division
multiplexing (DWDM). DWDM is used extensively in long-haul and
submarine fiber linkswhich are extremely expensive (hundreds ofmillions
of dollars [54]) to deploy. Evidently, it is much more cost-efficient to
squeeze every last bit of useful bandwidth out of a single point-to-point
link than to add new links.

In data centers, however, the trade-off between multiplexing in space
versus in wavelength is more balanced and both options have their place.
For example, 100Gb/s transceivers (carrying 4 optical lanes of 25Gb/s) can
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be found in two types:

• 100G-CWDM4: 1×2 fibers carrying each 4 wavelengths

• 100G-PSM4: 4×2 fibers carrying each 1 wavelength

CWDM4 is a coarse wavelength division multiplexing setup (CWDM)
which combines four wavelengths in a single fiber, i.e. one fiber for the
upstream and one fiber for the downstream link (Fig. 2.22b). PSM4, on
the other hand, has four pairs of up and down stream fibers each carrying
one wavelength (Fig. 2.22a). PSM4 requires more fiber alignments which
is still a costly part of the packaging as the alignment tolerances are on
the order of 1 µm. However, PSM-based modules can drop the optical
multiplexer (mux) at the TX and demultiplexer (demux) at the RX that is
needed in the CWDM setup. To relax the design constraints on the optical
muxes and demuxes, the CWDMs have a much wider transmission band
surrounded by even wider guard bands to ensures successful operation
over large enough temperature range where the center wavelengths of
both the muxes and the lasers can drift. In a PSM-based link the laser can
drift much more, relaxing the constraints on the laser even further. As the
optical lanes are physically separated on different fibers, a single laser is
used as a shared light source for all optical channels. This makes the PSM
ideal as a break-out module where a single PSM4module can be connected
to 4 other modules.

CDR

CDR

CDR

CDR
CDR
CDR
CDRCDR

(a) PSM4 link
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Figure 2.22: Schematic of (a) a PSM4 and a (b) CWDM4 transceiver based

interconnect.

As the optical lane rates increase, so do the electrical interconnects going
from and to the optical modules. Running these differential traces over
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several inches of PCB on the server is becoming an even bigger bottleneck
than the optical IOs. As there is no room to deserialize the lanes further
on the already crowded server PCB (with high-speed connector vendors
now proposing some creative fly-over cable alternatives [55, 56]), the only
practical solution is to increase the lane rates. This becomes problematic
as these electrical channels endure significant frequency dependent losses.
Therefore, the electrical IOs were among the first to consider different
modulation formats than NRZ such as duobinary and PAM-4.

2.5 Intensity modulation formats: NRZ, EDB and

PAM-4

Until recently almost all IMDD links inside the data center used simple
but robust on-off keying (OOK) with only two possible symbols in the
constellation: a low-power optical level representing a ’zero’ and a high-
power optical level representing a ’one’, similar to bits in digital link. By
far the most common implementation of this scheme is called, somewhat
intuitively, Non-Return-to-Zero to indicate that the transition from one
symbol to the next did not require drop in signal power contrary to the
aptly named Return-to-Zero (RZ) where each symbol or unit interval
(UI) is distinctively recognizable as it is starts and ends in the zero-state.
Although RZ makes it intrinsically easier to perform a CDR operation due
to the strong presence of the clock frequency in the signal’s spectrum, the
electrical and optical components have to be able to operate at twice the
bandwidth of the equivalent NRZ signal. For RZ, the transmission of a ’1’
requires at least a rise time and fall time to fit in a single UI, while for NRZ
only half a rise and fall time are needed.This means that for a given system
bandwidth, NRZ can achieve twice the bitrate of RZ at the cost of a more
complex clock-recovery.

For a long time NRZ has been the ideal fit for low-cost and low-power
high speed optical interconnects, as it allows to combine efficient and low-
complexity binary electronics.

However, the only way to increase the bitrate with these binary formats
is to increase the speed at which the modulator is operated with the same
amount. As a rule-of-thumb for an NRZ signal, a bandwidth of 60 to 70%
of the desired bitrate is often deemed sufficient to carry a certain speed.
For example, to successfully generate 50Gb/s a modulator should have at
least 30-35GHz of bandwidth without needing equalization techniques.
For a 100Gb/s link this would already be 60-70GHz, bandwidths that only
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Figure 2.23: Evolution of the standardized gigabit ethernet speeds.

a few state-of-the-art modulators could support at the time and which are
certainly not commonly available commercially.

Hence, to reach the 100Gb/s target on a single optical lane set forth by
the roadmaps for next-generation data center interconnects (Fig. 2.23),
modulation formats that were more spectrally efficient than NRZ gained
much attention. In particular, electrical duobinary (EDB) and 4-level pulse
amplitude modulation (PAM-4) were investigated closely as they provided
a decent trade-off between reduced bandwidth requirements and added
complexity.

Although it took longer than expected, by the beginning of 2018 the
newly adopted IEEE standard 802.3bs decided on PAM-4 as themodulation
format of choice for the next-generation data center transceivers [57].
Likely, because this would require the least effort on the optical side to
implement with the current generation of optics and because electrical
I/Os to and from the pluggable modules had also recently adopted PAM-4
as the frequency dependent losses of the PCB traces became too difficult
to overcome at 50Gb/s NRZ and beyond.

Fig. 2.24 compares the effect of the each format (i.e. NRZ, EDB or PAM-
4) on the time and frequency domain properties of the signal. It becomes
clear that both formats trade in eye-height (i.e. sensitivity) in favor of more
relaxed bandwidth demands.
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Figure 2.24: Comparison of time and frequency domain properties of NRZ,

EDB, and PAM-4.

2.5.1 NRZ

NRZ is a very robust binary modulation format that can be transmitted
and received with low-complexity and efficient non-linear electronics. It
does, however, require the highest lane speeds for both the electronics and
photonics. This means that it is also the least spectrally efficient format of
these three, making it the most vulnerable for chromatic distortion.

2.5.2 EDB

EDB is closely related to NRZ. It requires only a relatively simple coder and
decoder consisting of a XOR-port and a delay element and a conversion
from a binary to a 3-levelled signal by a (1) a delay-and-add or (2) a low-
pass filter resembling a 4th order bessel filter as illustrated in Fig. 2.25.
In particular, the low-pass filtered version is very appealing as the limited
frequency response of the TX, RX, or both can act as the EDB pulse shaping
filter. Equalization at the TX or the RX can be used to further aid the pulse
shaping, if the channel deviates too much from the ideal filter response.

Low-pass filtering leads to a 3-level eye diagram made up out of two
characteristically pie slice shaped eyes, as depicted in Fig. 2.24. Hence,
this 3-level signal needs to be sampled in two positions after reception,
increasing the receiver’s complexity. An example of such a receiver,
consisting of two comparators and a XOR-port, is shown in Fig. 2.26.
Fortunately, next to the relaxed bandwidth specifications, the input of
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Delay-and-add

Low-Pass Filter
S21

freq

Duobinary

(precoded) NRZ
z
-1

Figure 2.25: Electrical duobinary pulse shaping options: (1) delay-and-add

or (2) low-pass filtering (approximating a 4th order Bessel).

the RX only needs modest linearity as the signal can tolerate quite
some compression as long as it manifests itself symmetrically on the eye
(Fig. 2.27). For many electronic ICs -and especially differential ones- this
is indeed the case.

Demodulated NRZDuobinary

Figure 2.26: Example of an EDB receiver.

Additionally, the reduced bandwidth improves the link tolerance against
chromatic distortion. Nevertheless, EDB still requires some of the most
critical electronics (serializer, CDR, deserializer, …) to run at full-rate,
albeit with a lower bandwidth requirements. For the current Ethernet
standards this would entail an operation at 106Gb/s which might be too
challenging for many of the current generation IC technologies, driving
up the power consumption and/or cost of the IC.

2.5.3 PAM-4

PAM-4 has four levels and, hence, four symbols (0, 1, 2, 3) in its
constellation diagram, each representing two bits (00, 01, 10, 11)2.

2For non-gray coded data. For gray coded data the LSBgray = XOR(MSB, LSB), MSBgray

= MSB resulting in (00, 01, 11, 10)
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Therefor, this format can operate at half the symbol rate of binary
formats and deliver the same data throughput. Furthermore, assuming
the rule-of-thumb bandwidth reasonings of NRZ still holds, PAM-4 should
also approximately halve the bandwidth requirements on the fastest
components in the link.

Non-linearity

Figure 2.27: Comparison of the effect of (symmetrical) non-linearity on a

EDB and PAM-4 eye.

However, there is no such thing as a free lunch. As PAM-4 scales in the
amplitude or vertical domain (i.e. more levels) rather than the time or
horizontal domain (i.e. more UIs per second), it places stronger and new
demands on the transceiver circuitry in other areas, such as linearity and
sensitivity. Linearity can be translated into the requirement that the four
levels need to be uniformly distributed over the signal swing. If this is not
the case, some of the eyes (typically, the outer ones) will be compressed
with respect to the other(s) as illustrated in Fig. 2.27.

Even in ideal circumstances, PAM-4 introduces a minimal sensitivity
penalty of 4.7 dB as each eye in the constellation is a factor 3 smaller
with respect to a single NRZ eye at the same optical modulation amplitude
(OMA, defined asOMA = Phigh−Plow with Phigh and Plow the maximal
and minimal eye levels in each constellation). In reality, this penalty can
easily rise to 6 dB or more in the presence of inter-symbol interference
(ISI) [58]. Non-idealities such as ISI are more pronounced on PAM-4 as
there are twice as many possible transitions from any given symbol to
the next. This also means that on average less crossings occur per eye,
making the CDR operation more challenging. An implementation of a
PAM-4 receiver is shown in Fig. 2.28, consisting of three comparators and
two XOR-ports.
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PAM4

MSB

LSB

Figure 2.28: Example of an PAM-4 receiver and decoder which outputs

the MSB and the LSB.

PAM-4 with non-linear modulators

Looking at the EO-characteristics of the modulators in Section 2.3, it is
clear that all optical modulators offer a limited linearity at best. So even
if the produced electronic symbols are evenly spaced PAM-4 symbols, the
resulting optical symbols might be spaced unevenly. Fig.2.29 shows the
effect on a non-linear electrical-to-optical conversion by the modulator
and how they can bemitigated, at the cost of extra complexity or a reduced
modulation depth.

A common compensation technique is to predistort the electrical levels
in anticipation of non-linearity introduced by the modulator. Although
this can be quite effective in guaranteeing equidistant signal levels, the
non-linearity has not disappeared, it is merely masked by the compen-
sation technique. E.g. linear equalizers, commonly used to extend the
bandwidth, will be less effective than with more linear devices.

Furthermore, additional circuitry needs to be added to implement this
compensation technique. If the compression by the modulator is symmet-
rical, as is the case for MZMs, the LSB could be simply given higher ampli-
tude (or the MSB lower) before both are combined in an analog version of
the driver. However if the compression is not symmetrical, as with MRMs
or EAMs, the implementation becomes much less straightforward. Now
the levels need to be set independently from each other. In a DSP-based
implementation, the electrical DAC would require significantly higher
number of effective bits (ENOB) to ensure sufficient resolution to place
the electrical levels.

This is why another technique, which simply limits the electrical modula-
tion to the most linear region of the modulator, is also used even though
it typically leads to dramatically lower extinction ratios with respect to
a binary driven device. Of course, this option assumes that there still
is a sufficiently linear region with sufficient extinction ratio (at least
3.5 dB [57]). Many integrated modulators are intentionally operated at
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much lower extinction ratios than they can provide. This is because higher
ERs either require stronger drivers with higher electrical swings and thus
more power consumption, or larger modulators with longer interaction
lengths, and thus lower bandwidths, higher insertion losses, and larger
footprint.

Finally, nomatter the specific electronics architecture, inherent to the non-
linear nature of the problem, the ideal relative location of a level changes
with the swing. This means that a ‘set-and-forget’ approach is often not
desirable, or even feasible. Keeping the relatively high temperature ranges
and the component variability in mind, some feedback on the real-time
optical signal is almost always preferred.

2.6 Optical Digital-to-Analog Converters

Although multilevel modulation provides several benefits by increasing
the spectral efficiency (i.e. the number of bits per second per nanometer
optical bandwidth), it introduces newdesign challenges aswell. Section 2.5
already illustrated some examples of how thiswould influence an electrical
design, especially in terms of linearity. However, this is a problem that
does not necessarily has to be solved in the electrical domain. Depending
on the implementation, performing the DAC operation in the optical
domain can have several advantages over an electrical DAC. Taking the
non-linear or even non-symmetrical transfer function of themost common
optical modulators (cfr. Section 2.3) into consideration, it makes sense to
look for topologies where these modulators can remain binary driven and
yet still be able to produce a multilevel optical signal.

The idea behind many of these optical DACs (ODACs) is to adapt
the optical components towards electronics, rather than the other way
around. By balancing the advantages and disadvantages of each domain
more evenly, binary-driven multi-modulator ODACs can show significant
performance improvements over regular electrical DACs driving a single
modulator.

In the past years several types of optical DACs have been proposed, and
they can generally be divided into two groups:

• the modulation builds up sequentially

• the modulation builds up in parallel

In sequential modulation (Fig. 2.30a), the modulation is divided over
several sections of modulators each connected by a single waveguide and
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(a) Sequential modulation

(b) Parallel modulation

Figure 2.30: Base topologies for optical DACs.

the modulation builds up as the light traverses each modulator. Examples
are the segmented MZM and segmented MRM, where phase shifter is cut
in several smaller pieces.

In parallel modulation (Fig. 2.30b), the light in each modulator has its
own waveguide which modulates a fraction of the incident light and
the multilevel modulation only arises after recombination as shown in
Fig. 2.30b. The optical PAM-4 modulator using parallel EAMs developed
during this research is a prime example of this method and will be
discussed much more in depth in chapters 4 and 5.

In sequential modulators, the insertion loss of each individual modulator
adds to the total insertion.

ILseq = ILM1 + . . .+ ILMn (2.9)

For a parallel modulator the overall insertion loss equals that of a single
modulator.

ILpara = ILMi for i = 1, . . . , n (2.10)

That is, if all parallel branches are recombined in phase.

Another difference can be found in the time of modulation: in sequential
modulation, light is modulated at different time stamps as it takes time
for the optical wave to propagate through each modulator section. This
implies that, if the total modulation length grows beyond a certain size,
there will be a non-negligible time difference between the time when the
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same portion of the light reached first and the last modulation section, i.e.
velocity mismatch (Section 2.3.1). Hence, a compensation mechanism has
to be implemented on the electrical side, e.g. by adding active or passive
time delays, to realign the electrical wave fronts with the optical wave
packet. This issue does not present itself in parallel modulators, as long as
a layout can be found that ensures the equal electrical path length to each
modulator.

Although all multi-modulator designs require a more involved contacting
between drivers and modulators, the placement of the IOs of a serialized
modulator can be still relative straightforward as the modulator can run
parallel to the chip edge of the PIC and the EIC (for example, Fig.2.32). For
an equivalent parallel implementation, a more careful layout of the optical
modulators and the waveguides is typically required. Here, the advantage
of the SiP platform comes into play, as it allows the PIC designer to route
the waveguides in such a way that a similar contacting scheme to the chip
edge can be achieved with minimal additional chip area or propagation
losses in the waveguides. However, this also becomes cumbersome and
complex once the number of modulators becomes too high.

In both case, however, the IO is limited by the available chip edge,
which makes combining a multi-channel chip topology with a multi-
drivermodulator topology impractical formuchmore than two differential
drivers per channel. For a 4-channel IC with two differential drivers
per channel, this would already constitute at least 16 bondpads. If
more modulators need to be driven, the multi-channel driver topology is
typically abandoned in favor of multiple single-channel drivers (cfr. Fig.
2.32)

Of course, for fully monolithic platforms where photonics and electronics
share the same chip real-estate, this might be less of an issue as the
modulator IO does not need to adhere to a chip edge.

To provide a background for the pros and cons of the parallelized ODACs
in the later chapters, the following two sections will elaborate on the two
most common examples of serialized ODACs, i.e. the segmentedMZM and
the segmented MRM.

2.6.1 Segmented MZM

The most common serial optical DAC is probably the segmented MZM,
sometimes also referred to as segmented electrode MZM (SE-MZM) or
multi-electrode MZM. Section 2.3.1 explained how partitioning the long
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phase shifter(s) can be utilized to prevent velocity mismatch by delaying
the electrical signal to each section of the modulator to match the speed
of the slower travelling optical wave. Instead of driving each segment
with delayed copies of the same signal, independent drivers could be
used which would produce an independent partial modulation with an
amplitude proportional to the size of the segment with respect to the total
modulator length. This way the characteristic cosine transfer function of a
classic MZM could be sampled with a resolution depending on the number
of segments, realizing 2N levels with N the number of segments.

(a) Binary weighted

(b) Equally weighted

Figure 2.31: Example of two different implementations of a (push-pull

driven) segmented MZM for PAM-4 modulation

As with any type of DAC, the contributions can be binary weighted,
equally weighted, or a combination of both. An implementation example
of both options for a PAM-4 modulator can be seen in Fig. 2.31.
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In binary weighted SE-MZMs, each segment doubles in length which
allows the bits to be mapped directly to a single specific segment.
Conceptually, this is a very simple scheme that requires the least amount
of segments -and therefor- the least amount of drivers. However, ideally
the drivers should be independently optimized as they each steer a
different (typically, capacitive) load, which increases complexity and
design time. Furthermore, it might be difficult to ensure a sufficiently
similiar performance for all the segments for DACs with a modest to high
resolution (e.g. N ≥ 4), because the difference between the smallest and
largest load becomes too large to be fully compensated by the individual
fine-tuning of the drivers.

In equally weighted SE-MZMs, each segment has the same length and the
binary doubling is achieved by grouping several unit segments together.
Typically, these topologies have much higher number of segments for a
given modulator length. Once the unit segment becomes short enough
to be treated as a lumped element, each segment can be driven as a
small capacitor. This matches very well with advanced CMOS nodes
where the analog performance suffers from low supplies (<1V), making it
challenging to design high-swing resistive drivers, but where a relatively
straightforward inverter based topology can be very effective to drive the
MZM.

Although a single driver can be made quite power efficient as it does not
need to be linear or drive a large load, the total number of drivers can be
high and hence the cumulative power consumption can be too. Another
disadvantage is the copious amount of I/Os between the electrical and the
optical components associated with having many segments, which might
pose a severe drawback due to the large number of bondpads.

This is one of the areas where a fully-monolithic technology combining
(Bi)CMOS electronics and Silicon Photonics could potentially have a
big edge over competing solutions, and hence has attracted quite some
attention both from industry and academia [59–61]. Unfortunately, the
number of foundries currently offering access to such a process is still
limited [62, 63], but this could change in the near future as more and more
of these fully monolithic electronic/photonic ICs (EPICs) find their way
into products [61, 64].

Nevertheless, a binary-weighted implementation can be an especially
attractive option for PAM-4 modulation as this would require only one cut
to divide the phase shifter in two pieces of length L/3 and 2L/3, corre-
sponding to the LSB and MSB. Even though segments would still be too
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large to be driven lumped -forcing a transmission line approach and hence
additional power to drive the resistive termination- this implementation
is often more power efficient and lower in complexity than the equally
weighted implementation as the alternative would require driving shorter
but also many more segments, likely swaying the power budget in the
advantage of the binary weighted solution.

A drawback of both implementations is that they do not eliminate the
non-linearity of the MZM, but rather offer new possibilities to compensate
them. To compensate for the sinusoidal compression of the transfer
function, one still needs to either predistort the effectivemodulation either
by adjusting the physical length of the electrodes or by allowing several
smaller segments to be regrouped in a different configuration. However,
this requires additional complexity or fixes the DAC operation to a specific
modulation format. As the amount of phase modulation per segment is
proportional to the swing and the interaction length (VπL is a constant
value), this compensation can also be realized in the electrical domain by
providing each segment with a tunable electrical swing. This might be the
easiest solution if the output stage of the driver is a differential pair, but it
might not be trivial with an inverter-based design which typically offers a
lower power consumption.

Figure 2.32: Assembly of a InP segmented MZM and a 10-channel CMOS

driver capable or generating 25Gbaud 8-ASK. For IQ modulation, another

copy driver IC would be needed above the InP PIC.

Fig. 2.32 shows an example of an InP segmented MZM driven by a 40 nm
CMOS IC made to generate an 8 level modulation (8-ASK) by using a
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combination of both binary and equally weighted segments [32]. SE-
MZMswith a high number of segments aremainly found in IQ-modulators
for coherent optical communication as they are able to generate high
order advanced modulation formats such as 32-QAM or 64-QAM with
high quality[34]. It is clear that these multi-segmented ODACs require
significantlymore IOs between the PIC and EIC.This forces the driver IC to
be parallel to the PIC and thereby prevents a single (2-channel) driver IC to
drive both I andQMZMs, whichwould be an option for anMZM-based IQ-
modulator driven by a 2-channel electrical DAC. All of this adds additional
size and complexity to the co-packaging of electronics and optics.

2.6.2 Segmented MRM

(a) Binary weighted (b) Equally weighted

Figure 2.33: Example of two different implementations of a segmented

MRM for PAM-4 modulation

Another example of a serial ODAC can be found in the segmented
microring modulator as shown in Fig. 2.33. As the MRM operation is
also based on phase shifters, they share many common characteristics.
However, as MRMs are extremely compact modulators, they face the
opposite problem in terms of IO: because the bondpads are several
magnitudes larger than the modulator itself, the very compact circular
layout makes it difficult to provide a high number of I/Os associated with
higher order ODACs. Therefore the MRM is probably best suited for 2-
bit ODACs geared towards PAM-4 modulation. Again, a fully monolithic
electro-optic technology could be advantageous as it would negate the
need for bondpads between the modulators and the drivers all together
(a route that is recently being explored by Ayar Labs [60, 61]).

These compact devices can be very fast and extremely efficient in terms of
dynamic power consumption thanks to small modulation regions which
can be driven as lumped capacitors. There is, however, also a signif-
icant static power consumption associated with the active monitoring
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and control circuitry needed to track and stabilize the resonance over
temperature and incident power as ring modulators are very susceptible
to any kind of disturbance.

And just as with the segmented MZM and other serialized optical DACs,
the non-linearity still needs to be alleviated by tweaking the effective
interaction lengths (pre-silicon production) or the driving voltages per
segment (post-silicon production).

2.7 Demarcation of the research domain

Based on the findings in this chapter, we can say that (1) external
modulation is more interesting than direct modulation in order to obtain
sufficiently high baudrates, (2) Silicon Photonics can offer low-cost optical
transceivers in high volume and with high yield by using existing CMOS
foundries, and (3) among integrated modulators EAMs have demonstrated
an interesting set of properties: very high bandwidth, small footprint
and low pJ/bit energy consumption at low drive voltages without the
need for additional control circuitry to align operational wavelength to
the laser. Thanks to their small footprint and low electrical parasitics,
these modulators can be regarded as small, lumped capacitors which
allows to use power efficient drivers, especially for binary operation.
These properties make them attractive devices to be used in novel, power-
efficient optical DAC topologies where, instead of a single multilevel-
driven modulator, there are multiple binary-driven modulators.

For these reasons, this research focuses on the realization of compact and
low-power Silicon transceivers based on EAMs for inter and intra data
center connectivity. The following chapters will demonstrate several ways
how these transceivers can be used to achieve 50 to 100Gbaud operation
per lambda.

2.8 Outline of the dissertation

This chapter provided a background for this work and introduced some of
the key aspects of optical fiber communication with an emphasis on the
ones that come into play for data center optical interconnects.

Chapter 3 demonstrates how 100Gb/s NRZ modulation can be achieved
with a single 80 µm long waveguide-integrated GeSi EAM in combination
with a BiCMOS transmitter and receiver chipset. A follow-up experiment
investigates how duobinary modulation could be used to improve the
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resilience against chromatic distortion to extend the link reach beyond
2 km, covering all possible intra data center links. These were the
first 100Gbaud experiments with a silicon photonic modulator without
requiring any DSP.

In chapter 4 we investigate how an intensity modulator with a non-linear
and non-symmetrical transfer function such as a EAM can be used to
generate PAM-4, the modulation format adopted by IEEE for the 200G and
400G Ethernet interconnects. This results in the development of a novel
type of optical DAC where two binary driven intensity modulators are
placed in an interferometer in quadrature (i.e. with a constant 90° phase
difference).

In the following chapter, this newmodulator concept is combined with the
chipset from chapter 3 to demonstrate the first real-time silicon PAM-4 link
above 50Gbaud. We also elaborate on the advantages and disadvantages
of inducing the power difference between the LSB and theMSB electrically
or optically.

Next, we look beyond the (by now) current generation of optical transceivers
running at 100Gb/s per lane and try to tackle some of the obstacles for the
next-generation transceivers which will run at double or quadruple the
current lane rates.

Chapter 6 illustrates how an optical serializer can leverage current -or
even previous- generation electrical and optical components running at
26Gbaud to achieve 104Gbaud lane rates with NRZ and PAM-4, resulting
in the (then) highest IMDD bitrate on a silicon platform, without DSP.

Another path towards the future of optical transceivers is explored in
Chapter 7, where we investigate how the design considerations set forth
in the previous chapters can be used to realize compact and low-power
coherent transmitters and receivers using EAMs.

Finally, in chapter 8, the main results of this work are briefly summarized
together with some concluding remarks. An outlook towards the future
implementations of data center transceivers wraps up the book.
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3
Real-Time 100Gb/s NRZ and EDB

Transmission with a GeSi
Electro-Absorption Modulator for
Short-Reach Optical Interconnects

In this chapter, we demonstrate the first silicon-based EAM, in combination

with an in-house developed SiGe BiCMOS transceiver chipset, capable of

transmitting single-lane 100 Gb/s non-return-to-zero in real-time. Trans-

mission over 500m of standard single mode fiber and 2 km of non-zero

dispersion shifted fiber is demonstrated, assuming a forward-error coding

scheme is used with a bit-error ratio limit of 3.8 × 10−3 . Due to the high

line rate, transmission over longer fiber spans was limited by the chromatic

distortion in the fiber. As a possible solution, electrical duobinary modulation

is proposed as it is more resilient to this type of fiber distortion by reducing the

required optical bandwidth. We show improved performance for longer fiber

spans with a 100Gb/s electrical duobinary link, resulting in real-time sub-

FEC operation over more than 2 km of standard single-mode fiber without

any digital signal processing. Finally, the possibility of a 100 Gb/s EAM-to-

EAM link is investigated.

This chapter is based on the journal paper with the same title that was

77
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published in Journal of Lightwave Technology (Dec. 2017) [1]. It was an

invited extension of our work presented as post deadline paper at OFC 2017 [2]

3.1 Introduction

In order to meet the growing bandwidth requirements, data centers will
soon require short-reach optical interconnects to operate at 100Gb/s and
beyond. Recently, this has led to an evolution from 100Gb/s Ethernet
to 400Gb/s Ethernet (400GbE). At the time of this research several
possible implementations were still under discussion in the standardiza-
tion committees [3].

Among the different approaches, the 4 × 100Gb/s configuration -either
through coarse wavelength division multiplexing or multiple fibers-
surfaced as the most viable solution. A four lane 100Gb/s non-return-to-
zero (NRZ) scheme could provide an elegant solution towards a compact
400GbE transceiver, allowing a more compact and low-cost transceiver
through lower lane counts, while maintaining the low complexity of on-
off-keying-based electronics. While the standards now focus on 50Gbaud
PAM-4 solutions, the 100G NRZ approach could still be used in the context
of active optical cables or serve as a baseline for 100Gbaud PAM-4 for
200G/lambda transceivers at 800GbE and 1.6TbE.

Previously, several 100Gb/s single-lane transmissions have been realized
using four level pulse amplitude modulation (PAM-4)[4–7], discrete
multitone (DMT)[8, 9] and electrical 3-level duobinary (EDB)[10–12].
However, many of these experiments, especially for PAM-4 and DMT,
still rely on complex digital signal processing (DSP) at the RX and/or
TX-side, typically done offline. Silicon photonics would be ideally suited
to implement such a scheme as it can provide compact and low-cost
transceivers, although scaling to 100Gb/s lane rates has proven to be
difficult for silicon based-transceivers, with currently only non-real-time
demonstrations which still have to rely on large traveling wave structures
and/or extensive DSP [13, 14].

Nevertheless, some examples of true real-time 100Gb/s serial rates
without DSP have been demonstrated recently on other platforms. In [7],
a discrete Mach-Zehnder modulator was operated at 100Gb/s with custom
designed TX and RX consuming 8.6W. Recently, a real-time 100Gb/s EDB
modulationwas reported in [11], where an InP-based traveling-wave EAM
with integrated distributed feedback laser was used to transmit below
the hard-decision forward error coding limit (HD-FEC) of 3.8 × 10−3.
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The transmission line design of the electrode does not only increase
the overall device size when compared to a lumped driven modulator,
but also necessitates a power consuming 50Ω termination. The same
transmitter as in [11] was used for a real-time 100Gb/s NRZ link in
[12]. Unfortunately, the transceiver modules were developed for metro
networks, leading to unrealistic form factors and power consumptions
for use in short-reach optical interconnects. Finally, an impressive
BER down to 10−10 with 100Gb/s NRZ on a polymer Mach-Zehnder
modulator was presented in [15], again with traveling wave electrodes and
50Ω termination. However, the proposed transceiver does pose several
drawback in terms of cost, power and footprint, when envisioned as a
device for short-reach optical interconnects. Two co-packaged InP-based
electrical multiplexers are required, offering a 6Vpp differential voltage
swing to drive the 1.1 cm long modulator. This results in a total power
consumption -excluding the laser- of 6.85W for the 6.5×2 cm transmitter
module. The proposed 4×100 PIN-DEMUX receiver adds another 5.5W
and measures 4×6.9 cm. Even with the addition of transimpedance
amplifier (TIA), removal of the erbium-doped optical amplifier (EDFA) in
the RX from the link might be difficult as the the maximal transmitted
output power is limited to -9.5 dBm.

In this chapter, we present a real-time, single-lane and serial 100Gb/s
NRZ-OOK link with a silicon-based electro-absorption modulator (EAM)
in combination with an in-house developed transmitter (TX-IC) and
receiver (RX-IC) chipset in a SiGe BiCMOS technology. The extremely
compact GeSi EAM was fabricated on a 200mm silicon-on-insulator
platform without any traveling-wave electrodes and/or power-dissipating
terminations. Transmission of 100Gb/s NRZ over 500m of standard
single-mode fiber (SSMF) and 2 km of non-zero dispersion shifted fiber
(NZ-DSF) is reported. We also investigate the performance of EDB
modulation in the same link. Successful real-time transmission at 100Gb/s
EDB, assuming a HD-FEC, is demonstrated over more than 2 km of SSMF.
These are the first real-time chip-to-chip demonstrations of a 100Gb/s NRZ
or EDB link with a silicon-based waveguide modulator without the need
for temperature control, material post-processing or complex DSP.

3.2 Components for 100Gb/s short-reachoptical inter-

connects

At bitrates of 100Gb/s and higher, careful design of the both electrical
and optical components is needed, especially when envisioning a limited
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power-budget and form factor. In section 3.2.1, the electrical transmitter
and receiver which provide the capability of equalizing and decoding
100Gb/s NRZ or EBD in real-time are discussed. Next, the design,
characterization and operation of the silicon-based EAM is presented in
section 3.2.2.

3.2.1 Electrical Transceiver

To generate and receive 100Gb/s data in real-time an in-house developed
transmitter and receiver were used. A first generation transmitter,
fabricated in a 130 nm SiGe BiCMOS technology was used for the NRZ
experiments (at 1601.5 nm). For the EDB measurements (at 1560 nm),
this transmitter was replaced by a new version of the IC implemented
in a 55 nm SiGe BiCMOS process with improved bandwidth and power-
consumption. The transmitter IC (TX IC) consists of 2 main building
blocks: a 4-to-1multiplexer (MUX)which generates a 100Gb/s data stream
out of four 25Gb/s streams and a six-tap analog feedforward equalizer
(FFE), as can be seen in Fig.3.1. The equalizer was implemented at the
TX-side to reduce the dynamic range requirements on the RX-IC, at the
cost of necessitating a linear output buffer after the FFE. An other possible
benefit is the exclusion of noise-shaping by an FFE at the RX-side. The
main drawback is the automatic optimization of the FFE in a practical
system. This would require some form of back-channel (albeit at much
lower speeds) to update the FFE settings, possibly from a least-mean-
square engine located at the RX [16]. Fig.3.2 demonstrates the effect of
the FFE when set for a 100Gb/s NRZ transmission over a short coaxial
RF-cable (Fig.3.2a), predistorted for 100Gb/s optical back-to-back (B2B)
NRZ transmission (Fig. 3.2b) and the resulting optical eye captured with
a high-speed photodiode (Fig. 3.2c). The FFE taps are symbol-spaced at
9-10 ps allowing us to equalize up to 50GHz, but only over 60 ps. At a
serial rate of 100 Gb/s, the 130 nm TX-IC consumes 1W and the 55 nm
version 0.75W.The dies measure 1.5×4.5mm and 1×3.8mm, respectively.
In both cases the MUX and the FFE + output driver split the total power
consumption in a 35%-65% way.

To decode the received signal, the receiver IC (RX-IC) presented in [17]
was used. The chip was fabricated in a 130 nm SiGe BiCMOS process and
performs two main tasks: it samples and decodes the incoming signal and
it demultiplexes the full rate data stream into four quarter rate streams
as shown in Fig. 3.1. Because the RX-IC was primarily designed for
the reception of duobinary signals, there are two independent parallel
comparators followed by two limiting amplifiers (LA) to sample the upper
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and the lower eye of the typical 3-level duobinary eye. Next, a XOR-port
is used to decode and convert the streams from the sampled upper and
lower eye data back into the original pre-coded NRZ format. Of course,
if one of the comparator thresholds is fixed HIGH the XOR-port becomes
functionally transparent and the receiver reduces to a conventional NRZ
decoder. This allows us to transmit and receive duobinary and NRZ signals
in real-time with the same transceivers. In section 3.4 we will briefly
discuss why it might be interesting to switch from EDB to NRZ depending
on the optical link. The chip measures 2×2.6mm and consumes less
than 1.2W, of which the DEMUX contributes 0.7W, at a serial rate of
100Gb/s. In this version, no clock-and-data-recovery circuit is available
so the alignment of the sampling clock with the optimal sample time was
done manually with an external tunable time delay.

The overall bandwidth of the transceiver chipset is dominated by the
bandwidth of the input amplifier of the RX-IC at 41GHz. This suffices for
duobinary modulation, but requires quite some high-pass shaping by the
FFE for NRZ links. Nevertheless, error-free operation over a short short
electrical linkwas obtained for bothmodulation formats, when connecting
the transmitter and the receiver IC with RF coax-cable. A continuous BER
measurement revealed a BER of 1 × 10−12 for NRZ modulation and 1 ×
10−13 for EDB modulation. At 100Gb/s, the transceiver chipset is able to
serialize, equalize, decode and deserialize for a combined electrical power
consumption of 1.95W (when using the 55 nm TX-IC). This amounts to
an energy/bit of 19.5 pJ/bit, excluding the power consumption of the RF
amplifier needed to drive the EAM with 2Vpp (i.e. an additional 24 pJ/bit).
Currently, an external RF-Amplifier is needed as the TX-IC was designed
to transmit over electrical backplanes, requiring much less voltage swing.
However, adding 1 or 2 additional amplifying stages in the TX-IC design
should allow to increase this to approximately 2 Vpp, which is quite feasible
in the used BiCMOS technology with a nominal supply voltage of 2.5 V.
Although this would inevitably result in a significant increase in the
total power consumption of the transceiver (estimated to be an additional
200mW or 2 pJ/bit), it would still be much less than the 24 pJ/bit used by
the external RF amplifier.

3.2.2 GeSi Electro-Absorption Modulator

Thehigh-speedwaveguide electro-absorptionmodulator was fabricated in
imec’s silicon photonics platform on a 200mm silicon-on-insulator wafer
with 220 nm top Si thickness and consists of a 600 nmwide and 80 µm long
germanium waveguide with embedded p-i-n-junction. The cross-section
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(a)

(b)

Figure 3.3: (a) Cross-section of the GeSi waveguide EAM with indication

of doping concentrations; (b) Layout for fabrication of the proposed 80 µm

long EAM terminated by two fiber-to-chip grating couplers.

of the GeSi EAM is shown in Fig.3.3. Modulation is based on the Franz-
Keldysh effect, where the effective bandgap of the GeSi shifts when an
electrical field is present[18]. Incorporating ∼0.8% of Si shifts the band
edge sufficiently to allow operation around 1550 nm compared to a pure
Ge EAM operating around 1610 nm [19]. More information regarding the
design and fabrication of a 40 µm long version of this EAM can be found
in [18]. Light is coupled in and out of the waveguide structure through
fiber-to-chip grating couplers with an insertion loss of ∼6 dB per coupler.
The EAM was operated around 1560 nm for EDB experiments and around
1600 nm for both NRZ and EDB experiments. At a 2 Vpp swing and a bias
of -2 V, the GeSi EAM has a junction capacitance of ∼15 fF, leading to a
dynamic average energy per bit of less than 15 fJ/bit. For a fair comparison,
the static power consumption of the EAM should also be taken into
consideration. For an in-waveguide power of 6 dBm at a comparable bias
of -2.05 V, the EAM produced a DC photocurrent of approximately 3.8mA,
resulting in a static average energy per bit of 76 fJ/bit. Combined, this
amounts to a total average energy/bit of less than 91 fJ/bit of the EAM
during all real-time NRZ experiments at 1601.5 nm. During the C-band
experiments, the modulator generated a DC photocurrent of 2.39mA at
a bias of -0.85 V, reducing the static energy per bit to 20 fJ/bit. In both
cases, the power consumption in the transmitter is dominated by that of
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Figure 3.4: Small-signal frequency response of the optical link consisting

of the RF amplifier, GeSi EAM and a 50GHz commercial PD for fiber spans

up to 2 km at 1560 nm (top) and 1600 nm (bottom).

the electrical front-end required to drive it.

3.2.3 Chromatic Distortion in the Fiber Channel at 100Gb/s

Not only the electrical transceiver chipset and the optical modulator
are important parts of a 100Gb/s link, the fiber channel itself plays a
significant role when operating at wavelengths in C- and L-band. At
those wavelengths the relatively large chromatic dispersion coefficient
manifests itself as notches in the frequency response of the optical link,
limiting the overall bandwidth. The small-signal frequency response of
the modulator driven by a 50GHz RF amplifier and received by a 50GHz
p-i-n diode is given in Fig. 3.4 for different fiber spans (0, 500m, 1 km
and 2 km) at 1560 nm and 1600 nm. At 1560 nm 2 km of SSMF introduces
a notch around 41GHz which degrades the frequency response in area
of approximately ±14GHz around this notch. As expected, at 1600 nm
the notches are located at even lower frequencies due to the steadily
increasing dispersion coefficient from C-band to L-band. This poses severe
limitations on the maximal fiber span at 100Gb/s without resorting to
chromatic distortion (CD) compensation techniques such as dispersion
shifted or compensated fiber links.
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3.3 Experiment Setup

The experiment setup is illustrated in Fig.3.5. A Xilinx VirteX FPGA board
generates four 27 − 1 long pseudo-random bit streams (PRBS) at 25Gb/s,
which are serialized to a 100Gb/s single line rate with required delays to
form a 27 − 1 long stream at 100Gb/s. In these first experiments, the
possible penalty on the link performance with longer PRBS sequence was
not yet investigated. Next, the six-tap analog equalizer in the TX-IC is
set to compensate the frequency roll-off and other non-idealities of the
following components in the link. Even though the tap settings were
optimized for each experiment, a configuration with one pre-cursor, one
main and 4 post-cursor taps was found to give good all-round performance
and was kept for all subsequent experiments. A 50GHz RF-amplifier with
internal bias-T at the output is used to apply the pre-emphasized signal
from the TX-IC with a 2Vpp swing via an RF-probe to the bondpads of the
EAM. As the EAM is a small capacitive load driven by a 50Ω, we expect
the effective voltage over the modulator to double (especially at lower
frequencies) when compared to driving a 50Ω load. However, we can
use the FFE to shape the data with the inverse characteristic (i.e. a high-
pass filter) to compensate the combined effect of frequency dependent
losses and reflections (∼-6 dB at 50GHz for the channel after the TX-IC
output until the EAM). The measured peak-to-peak voltage in a 50Ω load
(a 70GHz sampling oscilloscope) of the TX-IC output was approximately
200mVpp, when set to drive the EAM (Fig. 3.2-b). With 20 dB gain form
the RF amplifier, we arrive at a swing of 2 Vpp.

During the NRZ measurements, light at 1601.5 nm is sent into the EAM
with an in-waveguide power around 6 dBm, while 2 dBmpower at 1560 nm
was used for the EDB experiments. The EAM was biased at -1.85 V
for back-to-back L-band NRZ links and slightly higher at -2.05 V during
transmission experiments, resulting in a photocurrent of roughly 3.6
mA and 3.8 mA, respectively. For EDB modulation in C-band the bias
was set to -0.65 V for B2B links and again increased slightly for optimal
performance to -0.85 V during transmission experiments. With these
settings we measured a dynamic extinction ratio of ∼6 dB at 1601.5 nm
and a bit more than 7 dB at 1560 nm. The insertion loss for both modes of
operation was estimated around ∼6 dB. During all experiments, the EAM
was operated at room temperature without any temperature control. A
commercial 50GHz IIIV-based p-i-n photodiode (PD) converted the optical
signal back into the electrical domain. As no transimpedance amplifier
(TIA) with sufficient bandwidth (i.e.>50GHz) was available, an erbium-
doped-amplifier (EDFA) was used boost the maximal input power to the
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PD. This was needed as the sensitivity of the RX-IC is 18mVpp for a
BER of 1 × 10−12 (for EDB transmissions). The EDFA could be removed
from the link with the addition of a TIA and/or by replacing the fiber-to-
chip grating couplers with low-loss edge-couplers (<2 dB/coupler), as will
be discussed in section 3.4.1. Finally, the received bitstream is decoded
for respectively NRZ or EDB by setting the right comparator levels as
discussed in section 3.2.1, and deserialized into four 25Gb/s NRZ streams
and fed back to the FPGA for real-time error detection.

In section 3.4.3, the commercial PD was replaced by an identical copy of
the GeSi on a second die, acting as a photodiode. These experiments, as
well as the reference curves in section 3.4.2, were done by capturing the
signal from the photodetector (commercial PD or second EAM) by a real-
time 160GSa/s oscilloscope, after which the BER was calculated offline.

3.4 Results and Discussion

3.4.1 100Gb/s NRZ Transmission

In a first experiment, real-time NRZ transmission at 1601.5 nm was
carried out using the electrical transceiver discussed in section 3.2.1 and
a commercial PD as an optical receiver as shown in Fig. 3.5. The real-
time BER curves for transmission over several fiber spans can be seen
in Fig. 3.6a and examples of received NRZ eyes captured by a 70GHz
sampling oscilloscope are shown in 3.2. As the RX-IC poses the main
bandwidth limitation in the link and provides only deserialized quarter-
rate outputs, setting the FFE is done in a two-step approach. First,
the received eye is optimized through visual inspection on a sampling
oscilloscope. Next, the resulting tap settings are used as a starting point
for further manual optimization by minimizing the BER of the quarter-
rate outputs. For a B2B link, a BER of below 6 × 10−9 was obtained at
an average optical power of 8.3 dBm in the PD. The hard-decision forward
error coding limit (HD-FEC: 3.8× 10−3 for 7% overhead) was reached for
an average power above -0.6 dBm. Although other FEC standards exist
(e.g. KR4: 5.2 × 10−5 and KP4: 2 × 10−4 for 100G PAM-4 intra-data
center interconnects), this FEC limit was chosen to provide quick and easy
comparisons between the different experiments in this chapter, as well as
in literature, as currently no standards exist for 100Gb/s NRZ links. As
shown in Fig. 3.4, the chromatic distortion at around 1600 nm severely
degrades of the frequency response and reduces the overall bandwidth of
the link. Nevertheless, we still manage to obtain a BER below 2 × 10−5

for 500m of SSMF. Sub-FEC operation is realized for >1.5 dBm, resulting
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Figure 3.6: (a) Real-time BER curves and received eye diagrams for

100Gb/s NRZ for (b) B2B, (c) 500m of SSMF and (d) 2 km of DSF (∼
8 ps/nm.km) at 1601.5 nm.

in a power penalty of 2.1 dB compared to B2B. Lastly, transmission over
2 km of non-zero dispersion-shifted fiber (NZ-DSF; dispersion coefficient
of ∼8 ps/(nm.km)) is investigated, requiring 3 dBm of optical power to
drop below the HD-FEC limit and saturating in a BER just below 1×10−3

for higher powers. For B2B and 500m SSMF, no saturation of the BER
has yet occurred. Because the total dispersion of the 2 km NZ-DSF
at 1601.5 nm is approximately equal to that of 1 km of standard SMF
∼16 ps/nm), transmission over 1 km should result in comparable BERs,
but was not measured. As the average in-fiber power after the modulator
due to the insertion loss of the EAM and two grating couplers was around
-5 dBm, we would only need to improve our link budget with 4.5 dB to
reach the HD-FEC limit for a B2B transmission and 6.5 dB for a 500m
transmission. One possible solution would be to replace the fiber-to-chip
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grating couplers (∼6 dB/coupler) with low-loss edge-couplers (typically
< 2 dB/coupler)[20]. This would boost the power budget by almost 10 dB,
allowing us to remove the EDFA from the setup and realizing an amplifier-
less link, assuming the increased input-power does not significantly
change the behavior of the EAM. We would also like to indicate that
current system experiments did not include a transimpedance amplifier.
Adding a TIA would give a substantial improvement in sensitivity, which
should be sufficient to stay under HD-FEC for an average output power
of 0 dBm. This could be directly obtained by replacing the output grating
coupler with a low-loss edge coupler, without changing the optical input
power to the EAM.

3.4.2 100Gb/s Duobinary Transmission

In order to realize successful transmission up to 2 km of SSMF, a couple of
changes are made to the experiment setup. First, the FFE is re-optimized
to shape the transmitted data into an electrical duobinary format, as
illustrated in Fig. 3.2d and Fig. 3.2e. Next, to further minimize the effect
of the CD, the operational wavelength is shifted to C-band (1560 nm). A
3 dB attenuator is added to the output of the RF-amplifier to shield this
50Ω driver from the reflections due to the mainly capacitive loading by
the EAM, especially at lower frequencies. As consequence, the FFE can
be used more efficiently, as it has to put less effort in attenuating these
frequency components when shaping the channel. Lastly, as discussed in
section 3.2.1 a newer and faster, but functionally identical version of the
TX-IC was used during these experiments.

In a first experiment as a reference, BER curves for 100Gb/s EDB (shown
in Fig. 3.7a) were measured for 0, 1 and 2 km of SSMF by capturing >10
million symbols with a 160GSa/s real-time sampling oscilloscope and
calculating the BER offline. The optimal thresholds were determined via
a histogram over a thousand symbols and was swept over the possible
sampling times after interpolation of the received data with a factor 10
(i.e. 16 samples/symbol at 100Gb/s). The data is aligned and compared to
the transmitted signal. No other digital signal processing or filtering was
used.

Even though the eyes after 2 km have slightly degraded compared to 0 km
and 1 km, we still have decently open eyes, as can be seen in Fig. 3.7a and
operation down to a BER of 1 × 10−5 is possible for all fiber spans up
to 2 km. Sub-FEC operation is obtained for average optical powers above
0.6 dBm for all lengths of fiber. No clear saturation of the BER is apparent
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yet.

In a second experiment, real-time transmission was again investigated.
For a B2B link, the BER curve is fairly comparable to that of the offline
measured BER curve up to 3 dBm, after which a penalty of∼ 1 dB appears
for higher powers. With 2 km of SSMF the penalty with respect to the
reference curves is much larger (∼2.1 dB at HD-FEC) and we can see the
onset of BER saturation emerging. Nevertheless, we still manage to obtain
successful sub-FEC operation up to 2 km of SSMF, a clear improvement
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compared to NRZ modulation discussed in section 3.4.1.

With the longest typical fiber distances in hyperscale datacenter limited
to 2 km, an EDB modulation based transceiver would be ideally suited for
this type of interconnect, where the increased complexity of transitioning
from NRZ-based transceivers to an EDB-based transceivers is warranted
to cover these distanceswithout having to resort tomore complex schemes
(e.g. PAM-4) or DSP. However, in most data centers a large majority of the
interconnects are covered by 500m long fibers, making pure NRZ-based
transceiver as demonstrated in section 3.4.1 a more attractive solution
in the search for the implementation with the lowest possible power
consumption and form factor.

In both scenarios, combining 4 of these transceivers and a 4-channel
CoarseWavelength DivisionMultiplexing (CWDM) scheme, could be used
to realize for an attractive alternative for a 400GbE transceiver. Even
though the EAM does not operate over the whole C-band, a 1-dB link
power penalty bandwidth of more than 30 nm was reported for a similar,
but shorter GeSi EAM in [18] . This should bemore than enough to support
a 4λ-CWDM configuration (i.e. for 400GbE links), albeit located partly in
(the upper) C-band and partly in (the lower) L-band. This reasoning is
further validated by the successful transmissions of 100Gb/s at 1560 nm
and 1601 nm, with limited penalty.

3.4.3 100Gb/s EAM-to-EAMTransmission

The proposed EAM is not only ideally suited as modulator, but can also
function as a high-speed photodiode by increasing the reverse bias beyond
the ideal modulation bias point to absorb as much light as possible. Fig.3.9
shows the eye-diagrams for different lengths of fiber in such an EAM-to-
EAM link. A 40GHz RF-probe, a 65GHz bias-T and a 50 cm long coax-
cable were used to deliver a reverse bias of 3 V to an identical copy of the
EAM located on a different die. As this setup posed an additional BW-
limitation, only offline BER measurements using EDB at 1560 nm were
performed for which the results are depicted in Fig.3.8.

For fiber lengths up to 0.5 km the measured BERs correspond well to the
BER-curves of the EAM-to-PD link. For fiber spans of 1 km, a reduction
in eye height is noticeable in Fig. 3.9c, leading to slightly higher average
optical power of 0.9 dBm to reach the FEC-limit (a penalty of 0.7 dB). After
2 km, the eye degradation is even more pronounced (Fig. 3.9d), but even
now, sub-FEC operation is obtained above 4.1 dBm of optical input power.
A similar, but smaller increase in power penalty was also observed for the
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real-time 2 km PD-based link. This indicates that, in the presence of severe
CD, additional bandwidth reductions in the E/O/E (e.g. by the bandwidth-
limited input buffer of the RX-IC or by the additional 40GHz RF-probe
and 50GHz coax-cable for the EAM-based PD) might rapidly degraded
the link performance. Nevertheless, the possibility of a silicon photonics
transceiver operating at line rates of 100Gb/s based on the GeSi EAM
acting as modulator and as photodetector is validated.

3.5 Conclusion

In this chapter, we have presented real-time, single-lane and serial
100Gb/s transmissionwithNRZ-OOK aswell as electrical duobinary using
a germanium-silicon EAM in combination with an in-house developed
BiCMOS-based transmitter and receiver chipset, without any need for
DSP. The EAM was driven lumped without any termination with 2Vpp.

For 100Gb/s NRZ, we recorded BERs down to 6×10−9 in a back-to-back
link, as well as successful transmissions -assuming FEC- over 500m of
SSMF and 2 km of NZ-DSF, which was comparable to 1 km of SSMF.
We identified the chromatic distortion of the fiber channel as the main
limitation in the link, degrading the frequency response even for relatively
short fiber spans of 0.5 km to 2 km due to the high line rate. As a possible
solution, a 3-level duobinary modulation scheme was investigated and
verified to be much more resilient towards this effect, allowing real-time
sub-FEC operation up to 2 km of SSMF.

Finally, the possibility of a silicon-based transceiver working at line rates
of 100Gb/s using the GeSi EAM both as modulator and as photodiode,
was demonstrated for EDB modulation up to 2 km of SSMF. These results
showcase the capabilities of silicon photonics as a possibly disruptive
technology for compact and low-power transceivers for 800GbE and
1.6 TbE short reach-optical interconnects.
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4
DAC-less and DSP-free 112Gb/s

PAM-4 Transmitter using Two Parallel
Electro-Absorption Modulators

Four-level pulse amplitude modulation (PAM-4) is the modulation format

of choice for the next generation of 400 gigabit Ethernet short-reach

optical transceiver. However, generating and receiving PAM-4 at line

rates of 112 Gb/s has proven challenging without relying on power-hungry

tools as digital signal processing and digital-to-analog converters, as it

requires linearity from the E/O-components in the link and/or pre-distortion

techniques. Moving the binary to multilevel conversion to the optical

domain would greatly relax these requirements. Electro-absorption based

transceivers would be ideally suited for this type of data center interconnects

as they are capable of combining low-power and high bandwidth operation

with a very compact layout, removing the need for large travelling wave

structures and dedicated 50Ω terminations.

In this chapter, we present a novel transmitter topology for generating PAM-

4 using two binary driven electro-absorption modulators in parallel. Using

this approach, we achieve superior performance with respect to a single, but

identical multilevel driven EAM. Finally, we demonstrate the first silicon-

based modulator capable of transmitting single-lane 112 Gb/s PAM-4 over

99
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2 km of standard single-mode fiber without any electrical DAC, DSP or long

transmission line structures and terminations.

This chapter is based on the journal paper with the same title that was

published in Journal of Lightwave Technology (Jan. 2018) [1]. It was an

invited extension of our post deadline paper presented at ECOC 2017 [2].

4.1 Introduction

Next generation transceivers for short-reach optical interconnects will
likely employ a four lane scheme with 100G line rates [3], as this is a
natural successor of the 100 Gigabit Ethernet ( GbE) modules used today
without having to increase the component and lane count and, as such, the
packaging cost. Although some demonstrations of 100G line rates using
non-return to zero (NRZ) or 3-level duobinary exist [4–8], four-level pulse
amplitude modulation (PAM-4) has emerged as the preferred modulation
format for this scenario, balancing relaxed bandwidth requirements with
increased complexity for the E/O-components in the link. Currently, most
of the PAM-4 transmitters at 100Gb/s and above still require electrical
digital-to-analog converters (DACs) to generate the multilevel signal [9,
10].

However, to drive a single optical modulator the DAC must provide a
sufficiently large voltage swing or must be followed by a linear output
driver. Both options substantially increase the power consumption of the
transmitter with respect to a conventional NRZ driver at the same baud
rate. Moving the DAC-operation to the optical domain would remove the
linearity requirements at the transmitter, reducing the complexity of the
electrical front-end and its power consumption.

Recently, several optical DACs have been proposed using a segmented
Mach-Zehnder modulator (MZM) [11], parallel MZMs [12, 13], silicon ring
modulators [14–16], Si-on-IIIV electro-absorption modulated distributed
feedback laser (EML DFB) [17] or by using polarization division multi-
plexing (PDM) for the least and most significant bit (LSB and MSB) [18,
19]. Although the MZM-based solutions show good performance, they
might not be suited for short-reach interconnects as they typically require
large transmission line structures and dedicated, power-consuming termi-
nations. Segmented silicon microring modulators have been used [14,
15], and recent demonstrations have shown PAM-4 transmission up
to 128Gb/s [16]. However, ring resonators are very susceptible to
temperature variations and need control systems to guarantee stable
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operation. In [17], direct and external modulation of a IIIV-on-Si DFB
laser were combined to encode the LSB and the MSB. However, the speed
was limited to 50Gb/s PAM-4 as the bandwidth of the direct modulation
(14GHz) was a bottleneck for the overall data rate.

Another approach towards a DAC-less transmitter was shown in [18, 19],
where a PDM scheme was used to transport the LSB and MSB over the
optical channel with and electro-absorption modulated laser in Indium
Phosphide (InP). This allows for an independent power addition at the
receiver, provided it is polarization insensitive. A drawback of this method
is that it already occupies both polarizations, removing the possibility
of doubling the data rate by implementing a PDM scheme. Moreover,
the demonstrations still rely on discrete external components to perform
the polarization handling as these are not readily available in an InP
integration platform. Implementing a compact, low-power 112Gb/s PAM-
4 transmitter in a Silicon platform would provide a low-cost solution,
which could be produced in high volume leveraging the existing CMOS
fabrication infrastructure.

In this chapter, we present a novel single-lane, single-polarization inte-
grated PAM-4 transmitter based on the vector addition of two binary
driven amplitudemodulators in parallel. An integrated prototype consisting
of two compact, waveguide GeSi electro-absorption modulators (EAMs)
was fabricated in imec’s Silicon Photonics platform, outperforming a
single multilevel driven GeSi EAM. Using this prototype, we demonstrate
the first transmission of 112Gb/s PAM-4 over 2 km of standard single
mode fiber with a silicon-based modulator without any DAC, DSP or large
transmission line structures.

4.2 Proposed Topology

As the transfer function of an electro-absorption modulator is typically
non-linear and not symmetrical (as is the case for a MZM), generating
a clean PAM-4 signal with equidistant levels on a single EAM can be
challenging. Often, a power-hungry DAC or some clever analog pre-
distortion method is required to produce equidistant eye levels. This
becomes especially difficult if the EAM has only limited extinction ratio
(ER < 10 dB). Performing the multilevel generation in the optical domain
rather than the electrical domain by operating the EAMs as two binary
driven switches, allows us to bypass the non-linearity of the modulator.
More importantly, this also eliminates the need for a DAC or linear driver
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at the transmitter, allowing simple and low-power NRZ driver topologies
(e.g. CMOS inverters) to be used instead. In other words, the linearity
requirement is completely removed from the transmit side in both the
electrical and optical domain.

Here, we present a new type of optical DACusing 2 identical, binary driven
EAMs in parallel. Although we have focused on EAMs as modulators to
implement the proposed optical DAC topology, any type of amplitude
modulator can be used. As such, all the principles and remarks that
are discussed in the following paragraphs, also apply to any choice of
amplitude modulator.

4.2.1 Principle of Operation

The proposed modulator is shown in Fig. 4.2 and consists of a splitter with
power ratio α : 1−α, two identical EAMs, a DC phase shifter and a 3 dB-
combiner. The DC phase shift∆φ between both arms is needed to provide
an additional degree of freedom to place the PAM-4 levels equidistantly.
The input splitter can be realized as a tunable splitter (e.g. Mach-Zehnder
Interferometer, using commonly available components such as 1× 2 and
2×2multi-mode interferometers) or as a custom design (e.g. a star coupler
with fixed coupling ratio). When branch α corresponds to the LSB and
branch 1− α to the MSB, the output power levels Pij are given by

Pij =
1

2

∣

∣

∣

∣

√
1− α

IL · ER1−i
+ ej∆φ

√
α

IL · ER1−j

∣

∣

∣

∣

2

for i, j = 0, 1 (4.1)

Where i, j = MSB,LSB and the (identical) EAMs are characterized by
a bias and voltage dependent ER and insertion loss (IL). For simplicity, we
assume that no phase difference is introduced between the 0 and the 1
level by the EAMs. By choosing an appropriate α, we can fix the levels
where at least one EAM is absorbing (i.e. the symbols 00, 01 and 10) at
an equidistant position. However, when both EAMs are transparent (i.e.
generating 11) this level will always be above its equidistant position due
to the cross product of both terms in (1). Adding a phase shift∆φ gives us
an additional degree of freedom to place the 11-symbol at its equidistant
position as P11 becomes

P11 =
1

2
IL

(

1 + 2
√

(1− α)α cos(∆φ)

)

(4.2)
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Figure 4.1: Generalized block diagram of the PAM-4 generation topology

using 2 binary driven, parallel electro-absorption modulators as proposed

in this work. Although the block diagram uses EAMs, this topology will

work for any type of amplitude modulator.

4.2.2 Special Case: α = 1/3 and ∆φ = 90°

A particularly interesting solution is found, when we choose α = 1/3
and ∆φ = 90° for which the vector diagram representing the on- and off-
stated of each EAM is depicted in Fig. 4.2. In this example, the red vectors
correspond to EAMs with no IL and an ER of 10 dB. This configuration
has the special property that any given combination of ER, IL generates
equidistant PAM-4 levels, as long as the EAMs are identical. This can be
understood by realizing that both basis vectors are affected proportionally,
i.e. for any choice of ER, IL the points (

√
P00,

√
P01,

√
P10) always form a

similar triangle, for which the ratio of its sides remains the same.

A drawback of this shaping with α = 1/3 and∆φ = 90° is that the optical
swing is 3 dB less than what can be maximally achieved with a single
multilevel driven modulator for the same average input power, assuming
full use of the available extinction by proper placement of the electrical
PAM-4 levels.

Nevertheless, we will demonstrate in section IV that for modulators with
a limited ER and non-linear transfer function, this penalty will be more
than compensated by the improvement in eye quality.
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Figure 4.2: Example of an equidistant PAM-4 generation scheme, using

the first quadrant of the complex plane, for the special case that the

power split ratio is chosen 0.33 : 0.66 and the phase ∆φ between

the branches is 90°. The red arrows represent the on- and off-state of

the two EAMs, when driven separately. They form the basis vectors

for the PAM-4 generation. The limited extinction ratio (10 dB in this

example) and the resulting non-perfect zero level, is represented by the

bold vectors. The four black vectors representing the four constellation

points (
√
P00,

√
P01,

√
P10,

√
P11) are found by the vector addition of each

state (on/off) of both basis vectors. Squaring the moduli of these vectors

gives us the power levels of the PAM-4 signal, when received by a square-

law photodiode.

4.2.3 PAM-4 Shaping by Vector Addition

Not only equidistant eyes can be obtained, but also shaped eyes (i.e. pre-
distorted) can be achieved by altering the split ratio, the phase or both.
Fig. 4.3 shows an examples of varying the phase (Fig3.b) or the split ratio
(Fig3.c and Fig3.d) with respect to the special configuration as discussed
above (Fig3.a). Equidistant eyes are not necessarily the best configuration
to obtain the minimal bit error ratio (BER) using this type of transmitter,
as will be discussed next. Choosing ∆φ = 0°, we lose the equidistance
of the power levels but the total swing of the PAM-4 eye almost doubles,
reducing this shaping IL to only 0.13 dB.

Interestingly, while the bottom and especially the top eye height increases
when compared to Fig. 4.3a, the eye height of the middle eye remains
identical. Thus, if the receiver is not limited by its dynamic range, the
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top eye will only contribute insignificantly to the overall bit error ratio
when compared to an equidistant PAM-4 eye where each eye contributes
a third of the errors. This property can be exploited to improve the BER in
links where this transmitter is paired with a noise limited receiver.

Figure 4.3: Comparison of different PAM-4 shaping though vector

addition by altering the phase difference or the split ratio or with respect

to for equidistant PAM-4 generation with ∆φ = 90° and 0.33 : 0.66 split

ratio.

However, if the receiver is limited in dynamic range, we could increase
α (from 33% to 40% in Fig. 4.3c) to pre-distort the multilevel signal
by increasing the relative eye height of the outer eyes. This way
we can compensate compression in the transimpedance amplifier (TIA)
or a limited analog-to-digital converter range, relaxing the linearity
requirements on the receiver frontend.

On the other hand, reducing α will introduce the inverse effect, the
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inner eye height increases and the outer eye heights decrease as shown
in Fig. 4.3d. This type of non-uniform PAM-4 can be beneficial in
flexible passive optical networks with a spread in received optical powers
to increase the aggregated capacity of the network, as was recently
demonstrated in [20]. Switching between different PAM-4 shaping can
be done with little extra complexity by implementing a tunable splitter
(e.g. by using low-power thermal phase shifters in a Mach-Zehnder
Interferometer (MZI) configuration) and a tunable phase shift between the
branches (e.g. thermal phase shifter). This way, each parameter can be
changed on the fly by adjusting only a single DC voltage, accommodating
many different applications without having to change the transmitter
design.

4.3 Experiment Setup

To verify the operation and the performance of the proposed topology, a
prototype transmitter was fabricated in imec’s silicon photonics platform
with two standard 1×2-MMIs as splitter and combiner, a thermal heater in
each arm acting as a DC phase shift and 2 identical 80 µm long GeSi EAMs.
These are the same EAMs as were used in [8] and more details on a similar
but shorter EAM can be found in [21, 22]. Two 50Ω resistors are provided
on-chip to allow the transmitter to be driven by an external 50Ω-driver (RF
Amp) with minimal reflection. These resistors are not necessary for the
operation of the transmitter and can easily be omitted when integrated
with a dedicated driver. Although the operational wavelength of the
GeSi EAMs in [21, 22] red shifts approximately 0.8 nm per Kelvin due to
the change in bandgap, no temperature control was needed during the
experiments as these devices have a 1 dB transmitter penalty bandwidth
of > 30 nm. Light is coupled in and out the photonic die through fiber-to-
chip grating couplers (IL ∼ 6 dB/coupler).

As this structure does not have an optimized power splitting ratio between
both EAMs, we mimic this effect by reducing the electrical swing on the
LSB-arm with a 6 dB attenuator and by further increasing the bias voltage
of the LSB-EAM. As a consequence, we suffer an additional insertion loss
with respect with an optimized splitting ratio. Nevertheless, this operation
allows us to validate the proposed transmitter topology.

The setup for transmission experiments is shown in Fig. 4.4 A laser source
at 1577 nm with an in-fiber power of 12 dBm is coupled to the PAM-4
transmitter through fiber-to-chip grating couplers. An FPGA delivers four
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27−1 long pseudo-random bit sequences (PRBS) at 14Gb/s to an in-house
developed 4-to-1 multiplexer, which generates a differential 56Gb/s NRZ
signal. To ensure decorrelation between both signals, a tunable time delay
is placed after one of the differential outputs. For these first transmission
experiments at 112Gb/s only a relatively short PRBS sequence was used.
Operation with longer PRBS was investigated up to 50Gbaud with an
arbitrarywaveform generator (AWG) as driver. Although the performance
was limited by the bandwidth of the AWG ( 32GHz), no eye penalty was
observed for sequence up to 215 − 1 (i.e. the longest possible PRBS that
could be generated by the AWG due to its limited memory).

Next, a 50GHz RF amplifier is added to provide a swing of 2.2 Vpp and
1.1 Vpp to the MSB and LSB EAM, respectively. The EAMs are biased
at -0.7 V and -1.8 V through internal bias-Ts in the RF amplifier. The
modulators have an estimated IL and a dynamic ER of approximately 7 dB.
The average optical in-fiber power after the modulator was approximately
-10 dBm. A voltage source was used to introduce a 90° phase shift
between both arms. As no TIA with sufficient bandwidth (i.e. >40GHz)
was available, an erbium-doped fiber amplifier is used to compensate
the insertion losses of the grating couplers and produce sufficiently
large voltage swing at the output of a commercial 50GHz photodiode
(responsivity 0.65A/W).

Although the GeSi EAMs perform slightly better around 1560 nm in
terms of ER per IL [22], a longer wavelength was chosen as we only
had an L-band EDFA at our disposal during the experiments. In future
implementations, the EDFA can be removed from the link by incorporating
a linear TIA after the photodiode and by replacing the grating couplers
with low-loss edge couplers (IL < 2 dB/coupler). A variable optical
attenuator (VOA) is used to fix the average input power to the photodiode
to∼ 8 dBm. In the current setup, an optical modulation amplitude (OMA)
of approximately 10 dBm was measured, which would correspond to an
OMA close to 0 dBm in an implementation with edge-couplers (gaining
∼10 dB in power budget), but without the EDFA (loosing ∼ 20 dB in
power budget). Moreover, the addition of a TIA should improve the signal-
to-noise ratio in the link further by dropping the 50Ω termination on
the PD and by eliminating the amplified spontaneous noise generated in
the EDFA, as there was no optical bandpass filter present in the link to
minimize this noise source.

Finally, the signal is captured by a 50GHz sampling oscilloscope (DSO) for
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eye diagrams or stored by a 63GHz 160GSa/s real-time oscilloscope (RTO)
for offline error counting. Due to the lack of a real-time PAM-4 analyzer,
the BER is determined by resampling the stored signal and choosing the
optimal sampling time and decision thresholds. To ensure a statistically
relevant measurement, the captured waveform length was increased to
produce at least 10 errors. This four-level signal is de-mapped using Gray-
coding and compared to the original transmitted bit streams. No other
offline DSP or equalization was used during the error counting.

4.4 Results and Discussion

The DAC operation of the prototype transmitter is verified by first driving
each EAM separately in order to produce the LSB and the MSB as
56Gb/s NRZ streams, for which the resulting optical eyes are shown in
Fig. 4.5. Next, both modulators are driven simultaneously to generate the
multilevel signal. The DC phase shift needed to be adjusted slightly to
compensate any residual phase difference between both branches, e.g. due
to an unbalanced non-zero average phase shift by operating the EAMs at
different bias voltages. Nevertheless, a high-quality PAM-4 signal with
clear open eyes could be generated fairly easily at 56Gb/s and at 112Gb/s
(Fig. 4.5).

To validate the assumption that an optical DAC should have a better
performance than an electrical DAC scheme as it bypasses the linearity
requirements at the transmitter, a single, but identical GeSi EAM is
driven with a four-level signal by a 92GSa/s AWG. Fig. 4.6 shows the
electrical input and the optical outputs for the single modulator and for the
prototype transmitter (also driven by the AWG to allow a fair comparison).
Even with the addition of a root-raised cosine (RRC) pulse shape by the
electrical DAC, the optical DAC operation clearly outperforms a single,
multilevel driven modulator.

Next, we conducted BER measurements after 0, 1 and 2 km of standard
single-mode fiber at 50 and 56 GBaud, for which the received eyes and
the corresponding BERs are given in Fig. 4.7. For 50Gbaud we recorded
BERs of 1.12E-6 (0 km), 4.24E-6 (1 km) and 1.4E-4 (2 km). For 56Gbaud
we obtained BERs of 1.71E-6 (0 km), 5E-5 (1 km) and 1.43E-3 (2 km). All
BERs are well below the hard-decision forward error coding limit (HD-
FEC) with 7% overhead of 3.8E-3, which is often used in literature to
compare devices. However, in data center applications more stringent
FECs apply, such as the KP-FEC (BER of 2E-4) and the KR-FEC (BER of
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Figure 4.5: Example of the received optical eyes from the prototype

transmitter with only the top or the bottom EAM driven, and with

both EAMs driven at 56Gbaud (112Gb/s) and at 28Gbaud (56Gb/s) for

comparison.
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5.2E-5) [3]. Nevertheless, sub-FEC operation for both the KR- and the KP-
FEC is achieved up to 1 km at 56 GBaud. At 50 GBaud, the KP-FEC can be
supported up to 2 km.

The fairly large increase in BER for longer fiber spans can be largely
contributed to the relatively high chromatic dispersion (CD) at 1577 nm.
As we discussed in our previous work on the NRZ modulation of the
EAM [8], the frequency response of the fiber channel in combination with
the GeSi EAM as transmitter at 1560 nm has a frequency notch around
42GHz for 2 km of SSMF, which is leads to a∼2 dB penalty around 30GHz.
At 1577 nm, this notch will be at a lower frequency due to the higher CD,
degrading the performance even further. Accounting for the lower CD and
the improved performance of the GeSi EAMs at 1560 nm, as discussed in
section III, operation below the KP-FEC limit up to 2 km should be feasible
by shifting the wavelength to 1560 nm.

Figure 4.7: Captured eye diagrams for 50Gbaud and 56Gbaud PAM-4 over

0, 1 and 2 km of SSMF.

An additional benefit of using GeSi EAMs as amplitude modulators in the
proposed transmitter topology, is that the same device can also be used as
photodiode. Although such a link was not attempted in this experiment,
we already demonstrated that these GeSi EAMs are capable of receiving
100Gb/s NRZ with a responsivity close to 1A/W [8].
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Figure 4.8: Recorded BERs for 50Gbaud and 56Gbaud PAM-4 over 0, 1

and 2 km of SSMF.

4.5 Conclusion

We have proposed a novel type of optical DAC to generate PAM-4,
based on the vector addition of two binary driven amplitude modulators
in parallel. A silicon prototype was fabricated using two GeSi EAMs,
outperforming a single, multilevel driven GeSi EAM and demonstrating
successful transmission over 2 km of SSMF up to 112Gb/s. This is the first
silicon-based modulator capable of generating 112Gb/s PAM-4 without
relying on power-hungry DSP, electrical DACs or long travelling wave
structures and dedicated terminations. These results further showcase the
benefit of postponing the DAC operation to the optical domain, as well
as the bright future for SiP towards realizing compact, low-cost and low-
power 400GbE, 800GbE and 1.6 TbE transceivers for short-reach optical
interconnects.
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5
Real-Time and DSP-free 128Gb/s

PAM-4 Link using a Binary Driven
Silicon Photonic Transmitter

In this chapter, we continue with the optical PAM-4 tranmitter topology based

on the interferometric combination of two GeSi EAMs as introduced in the

previous chapter. We increase the baudrate to 64 Gbaud and try to establish a

link in real-time. As no real-time bit-error rate testers (BERT) above 53 Gbaud

were not available at the time of the experiments, we built are own custom

real-time PAM-4 BERT by combining two electrical duobinary receivers that

were already used in chapter 3.

Using this setup, we demonstrate the first real-time 128Gb/s PAM-4 trans-

mission with a silicon photonic transmitter in a chip-to-chip link. In a back-

to-back scenario, we obtained a bit-error ratio (BER) of 4 × 10−10 without

requiring any DAC, DSP, or modulators with large traveling wave structures.

Over 1 km of standard single mode fiber a BER of 8 × 10−6 is recorded, still

well below the KP4 forward error-coding limit. These results correspond to the

lowest BERs reported for any real-time PAM-4 link at 100 Gb/s or higher at the

time of publishing, illustrating the benefit of performing the DAC operation

in the optical domain. Additionally, we elaborate on the advantages and

disadvantage of inducing the power difference between the LSB and the MSB

119
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electrically or optically.

This chapter is based on the invited journal paper with the same title

published in the Journal of Lightwave Technology (Jan. 2019) [1].

5.1 Introduction

The adoption of the 400 Gigabit Ethernet (GbE) standards has made
four-level pulse amplitude modulation (PAM-4) the modulation format
of choice for the next-generation single-mode data center interconnects
(DCI). The 400GBASE standard specifies 8 lanes of 53.125Gb/s PAM-4 for
1 km and 2 km standard single-mode fiber (SSMF) links and 4 lanes of
106.25Gb/s PAM-4 for 500m SSMF links, introducing the first 100Gb/s per
wavelength standard [2].

However, also for longer fiber spans a 4 × 100G PAM-4 scheme is a
likely candidate, as it offers the lowest practical lane count and thus the
most compact transceiver. Regardless of the outcome of these ongoing
standardizations, the wide spread deployment of 100Gb/s/λ modules
remains a logical step on the growth path of data centers, irrespective
of the interconnect span. Possibly an even more challenging task is
updating the copper interconnects to sustain these rapidly increasing data
rates. Moreover, with the increasing data rates next-generation optical
interconnects are expected to move to the intra-rack and intra-board
interconnects [3]. Especially for these on-board optical interconnects,
minimizing power and area (both electrically and optically) will be of the
utmost importance.

Previously, several examples of 100Gb/s/λ PAM-4 links have been demon-
strated [4–14]. However, many of these examples had to rely on DACs,
ADCs, and/or digital signal processing (DSP) at the transmitter and/or
at the receiver [4–9], leading to a significant increase in latency, power
consumption, and cost. Often the required DSP at the receiver prevents
online (or real-time) link experiments, even with high-end test equipment.

Nevertheless, some real-time examples demonstrating 100Gb/s single-
lane PAM-4 transmission have been reported [10, 11]. In [10], real-
time 56Gbaud PAM-4 transmission on a discrete LiNbO3 Mach-Zehnder
modulator (MZM) was reported. The first real-time demonstration using
a polymer on silicon MZM at 53.125Gbaud was shown in [11], with
online DSP. Both experiments employ large travelling wave modulators
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(at least several millimeters long) and consequently need to be electrically
terminated (typically with a 50Ω resistor), consuming a significant
amount of power and transceiver real-estate.

Recently, several DAC-less modulators have been reported, typically using
either serial (or segmented) or parallel modulators. These modulators only
require binary electrical signals to generate an optical multilevel signal,
removing the need for power-hungry DACs and/or linear drivers. Above
50Gbaud the integrated examples are limited to travelling-waveMZMs [8]
or segmented microring modulators [9]. As previously discussed, MZMs
might be ill-suited for data center applications due to their size and power
consumption. Microring modulators on the other hand are very compact,
but also very susceptible to temperature variations, requiring additional
control systems to guarantee stable operation.

In this chapter, we use a novel optical PAM-4 generator based on two
binary driven GeSi electroabsorption modulators (EAMs) in an interfer-
ometer topology, as was introduced in Chapter 4. As the EAMs are only
120 µm long, they can be driven lumped without any travelling wave
electrodes or terminations. Combining this modulator with an in-house
developed transceiver chipset, we are able to demonstrate the first real-
time, single-wavelength transmission of 128Gb/s PAM-4 in a chip-to-chip
link. Bit-error ratios (BERs) comfortably below the KP4 forward error
coding (FEC) limit of 2.4 × 10−4, as is commonly used in data center
interconnects [2], are obtained for spans up to 1 km of SSMF, without
requiring any power-hungry DACs, ADCs or DSP.

5.2 Optical PAM-4 Generation

As all high-speed optical modulators are characterized by a non-linear
transfer function, the most straightforward solution has been to compen-
sate these non-idealities in the electrical domain by predistorting the levels
of the applied PAM-4 signal and/or by equalizing the frequency response
of the electro-optical channel. Although this solution can be very effective
in leveraging non-ideal electrical and optical components, it comes at a
substantial increase in the total power consumption, size, and complexity
of the transceiver.

Rather than allocating transceiver resources in linearizing the electrical-
to-optical conversion of a single intensity modulator, we propose to
postpone the DAC operation until the optical domain by using two parallel



122 Chapter 5

intensity modulators [12]. This removes the linearity requirements at the
transmit side, both in the optics and the electronics. Adding a second
modulator means we also need to provide a second modulator driver. Still,
two NRZ drivers are likely to be more power efficient than one multilevel
driver. Both drivers can be designed for non-linear operation, allowing
other driver topologies to be considered (e.g. inverters) and maintaining
compatibility with CMOS-based electronics and all the advantages that
come with it.

In Chapter 4, we proposed a topology consisting of two intensity modu-
lators in interferometer with 90° phase difference, where the LSB/MSB
coding is realized through a 33:66 power ratio between both branches
(Fig. 5.1a) [12]. Fig. 5.1b provides a more detailed explanation of the
optical DAC operation using a vector diagram drawn in the first quadrant
of the complex plane. The EAMs are 120µm long GeSi-based devices
fabricated on imec’s 200mm platform. Their operation is based on
the Franz-Keldysh effect. The bandgap of the material shifts when an
electrical field is applied, changing its optical absorption spectrum. More
information about on these GeSi devices can be found in [13, 14]. EAMs
have the advantage that they can be made very short (minimizing the
modulator capacitance and allowing them to be driven as a small lumped
capacitor), removing the need for long transmission lines and power-
consuming resistive terminations. However, to be able to drive the EAMs
with commercially available 50 Ω-drivers (i.e. RF amplifiers), we have
placed 50Ω resistors between the bondpads of each modulator to provide
a matched interface on the PIC. These resistors are not necessary for the
operation of the transmitter and can easily be omitted when integrated
with a dedicated driver. Moreover, we recently demonstrated that such
a dedicated driver for these type of EAMs can be made extremely power
efficient, consuming only 61mW at 70Gb/s or less than 0.9 pJ/bit [15].

These first generation devices are implemented with standard 1x2 multi-
mode interferometers (MMI) with equal power split, both at the input and
at the output of the interferometer. Therefore, the LSB/MSB weighing
between both branches can be achieved by reducing the voltage swing
to the LSB-EAM, as illustrated in Fig. 5.2. In the experiment setup, shown
in Fig. 5.3, a 6 dB attenuator was placed after one of the RF amplifiers.
Due to the non-linear characteristics of the EAMs this does not perfectly
correspond to a 3 dB lower optical modulation amplitude in the LSB
arm. Additional corrections are applied by slightly adjusting the bias
voltage of the LSB-EAM. However, this emulation only approximates the
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(a)

(b)

Figure 5.1: (a) 2-bit optical DAC consisting of two intensity modulators

(EAMs). (b) Vector and eye diagrams of the proposed topology optical

PAM-4 generator. The blue vectors represent the on- and off-state of the

two EAMs, when driven separately (assuming for simplicity that no phase

difference is introduced between the 0 and the 1 level by the EAMs). They

form the basis vectors for the PAM-4 generation and realize a rectangular

constellation in the upper quadrant of the complex plane. The limited

extinction ratio (ER of 10 dB in this example) and the resulting non-perfect

zero level, are represented by the dotted vectors. As long as the 90°

angle is preserved between both vectors, the ER does not influence the

relative positioning of the power levels, only the maximal modulation

depth of the PAM-4. Even if the EAMs behave as non-perfect switches

(limited ER, unbalanced IL, non-zero average phase-shift), PAM-4 can still

properly be generated by adjusting the phase and/or power split. Vice

versa, these parameters can also be used to predistort the PAM-4 levels

(e.g. to compensate for compression in the receiver). A more in-depth

discussion can be found in [12].
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Figure 5.2: Two different versions of the optical PAM-4 generator using

two parallel EAMs in an interferometer with90° phase difference: (left)

using an unequal optical power split and (right) using an unequal drive

voltage. To achieve equidistant PAM-4 with either of these topologies,

the OMA (optical modulation amplitude) of the MSB needs to be twice

the OMA of the LSB, when driven separately. This condition translates to

(left) a 66 : 33 power ratio or (right) a 1 : β voltage swing ratio (β < 1,
with β = 0.5 for a linear EAM) between the MSB and the LSB EAM.

Although both version generate equidistant PAM-4, they do not have the

same efficiency. Comparing the eye diagrams produced by both versions,

we see that the optical power split always produces a OMA that is 33%

better (or 1.25 dB higher) than the OMA of the voltage weighted version,

for a given modulator and average input power (Pavg).
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intended PAM-4 generation, resulting in slightly unequal PAM-4 levels
and reducing the overall performance. With a 33:66 power split the
transmitter eye levels would be perfectly equidistant if both modulators
were driven with the same voltage swing, no matter their specific transfer
function (assuming no parasitic phase shift is introduced between the
0 and the 1 by the EAM) [12]. This 33:66 power split can easily be
accomplished by replacing one of the MMIs with a tunable Mach-Zehnder
interferometer (e.g. consisting of two MMIs and a thermal phase shifter).
Moreover, Fig. 5.2 also shows that the version with unequal power split
will always be more efficient than version with unequal drive voltage
version. For a given modulator, maximum drive voltage and optical input
power, the power split version will produce PAM-4 with a 1.25 dB higher
OMA. A micrograph of the used photonic IC (PIC) with equal power split
can be seen in Fig. 5.4.

An in-house developed transmitter (TX-IC in Fig. 5.4) is used to multiplex
four 16Gb/s pseudo-random bit streams (PRSB), originating from the
FPGA, into one serial 64Gb/s 29 − 1 long PRBS signal. After the MUX, an
analog 6-tap feed-forward equalizer can be set to improve the frequency
response of the following components in the channel. In our experiments,
it was mainly used to compensate the strong frequency roll-off of the
electrical receiver and the RF amplifier. The differential outputs of the
TX-IC are decorrelated with a mechanically tunable time delay to provide
independent 64Gb/s NRZs streams to each modulator. Finally, the signals
are externally amplified to 1.1 Vpp and 2.2 Vpp for the LSB and the MSB
EAM, respectively. The voltage swing could be slightly higher than in the
previous experiments on similar devices [12] as the device is permitted to
operate non-linearly, allowing the EAMs to be operated as switches for
maximal ER. The EAMs were biased at -0.8V and -0.55V for the MSB and
the LSB arm, respectively. The heater bias voltage was approximately 7V,
drawing 1.5 mA. However, a fixed 90° phase difference without any power
consumption can be easily realized, if we change the input splitter from a
1x2 MMI to a 2x2 MMI.

Light from a 10 dBm laser at 1567nm is coupled in and out of the
PIC though fiber-to-chip grating couplers with an insertion loss of
approximately 5.5 dB/coupler. The EAMs have an estimated insertion
loss of 8 dB and a dynamic extinction ratio of approximately 10 dB,
resulting in an average in-fiber power around -10 dBm during operation.
No temperature control was used during the experiments.
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Figure 5.4: Photograph and block diagram of the BiCMOS transmitter

IC (TX-IC), the BiCMOS receiver IC (RX-IC), and an annotated die

micropgraph of the silicon photonic modulator. More details about the

TX-IC and RX-IC can be found in [16].

5.3 Real-Time PAM-4 BER Tester

Using a transmitter as discussed in the previous section allows us to
generate open PAM-4 eyes up to 64Gbaud without any DSP, thanks to
the optical DAC topology. However, receiving these signals in real-time
is particularly challenging as a commercial 64Gbaud PAM-4 bit-error rate
tester (BERT) did not yet exist at the time of the experiments. Real-time
oscilloscopes are not an option as the captured data has to be saved and
processed offline. Still, even with a fast enough BERT it is often difficult to
estimate what the performance of the link would be without any high-end
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test equipment.

Therefore, we implemented a custom electrical receiver using an in-house
developed chip (RX-IC) that was originally designed to decode a 3-level
duobinary signal [16]. Fig. 5.4 shows the block diagram of the RX-IC as
well as a photograph of the die mounted on a high-speed printed circuit
board. The receiver consists of two comparators to monitor the upper and
lower triangular duobinary eyes. Their outputs are XOR-ed to reproduce
the original binary data and finally deserialized to a quarter-rate NRZ
signal.

Fig. 5.5 explains how two of these receivers can be used to obtain both
the most and least significant bit (MSB and LSB) of the PAM-4 signal
simultaneously. This is in contrast to the few currently available solutions,
where each of the three eyes is evaluated sequentially and the three
BERs are averaged. The received PAM-4 signal is split 50:50 and fed
to two photodetectors, one for each RX-IC. Both photodetectors have a
similar responsivity ( 0.6 A/W) and a flat frequency response (important
to prevent any signal distortion when converting to the electrical domain)
up to 40 and 50GHz.

Alternatively, we could have opted to split the signal after the conversion
in the electrical domain, saving one photodiode. However, as the RX-IC
only provides a demultiplexed and retimed output, the second photodiode
could be used to monitor the eye diagram during the optimization of the
equalizer settings for optimal BER (i.e. the BER of the MSB or the LSB
depending on which photodiode is being monitored). As no linear high-
speed transimpedance amplifier (TIA) was available, an erbium-doped
fiber amplifier (EDFA) was used to provide a sufficiently large signal at the
inputs of the RX-ICs. The EDFA can be omitted by replacing the relatively
inefficient grating couplers with low-loss edge couplers (< 2 dB/coupler)
and adding a TIA.

Decoding the MSB

Decoding the MSB is relatively straightforward, as the duobinary receiver
can be easily reduced to a conventional binary receiver by setting the
threshold VTH1 to its highest possible level, making the XOR operation
transparent for the second comparator. The MSB is then received by
centering VTH2 around the DC-level, looking into the middle eye.
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Figure 5.5: Implementation of the real-time PAM-4 receiver with auto-

matic Gray code demapper and bit-error rate tester (BERT).

Decoding the LSB

To decode the LSB, each comparator of RX-IC 2 is set to the middle of
one of the outer eyes. However, the outer eyes by themselves do not
provide sufficient information to decide the received LSB. It is instructive
to think of a duobinary receiver as a device determining if a symbol
transition happened inside (delivering a 1) or outside (delivering a 0)
both comparator thresholds. Combining this information with that of the
MSB (i.e. has a symbol transition happened in the upper or lower half
of the eye), resolves exactly which eye of the three has seen a symbol
transition and therefore the LSB. Lastly, to obtain the LSB we need to
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XOR it once more with the MSB. However, we purposefully omit this
operation as the receiver now also performs an automatic demapping of a
Gray encoded PAM-4 symbol, making this an additional advantage of this
receiver topology, as Gray mapping and demapping is a required action
set by most data center transceiver standards. Furthermore, in a test setup
one can choose to Gray code the transmitted data or not, as this does not
affect the BER performance when transmitting PRBS data. As both the
MSB and the LSB are essentially two equal length PRSB streams, XOR-
ing both will produce again an equivalent PRBS stream on which the BER
counter (implemented on the FPGA) can lock.

5.4 Results and Discussion

The stand-alone performance of the transmitter is first assessed by
connecting one of the photodiodes directly to a 50GHz sampling oscil-
loscope and tuning the equalizers settings towards best eye quality.
The heater was detuned slightly to produce a smaller phase difference,
increasing the OMA of the upper eye without reducing that of other eyes
as described in [12]. As long as the receiver is not limited in dynamic
range, this effect can be used to improve the BER.

Figure 5.6: Eye diagrams at 64Gbaud in the back-to-back case and after

transmission over 500m and 1 km of standard single mode fiber. An eye

diagram with a GeSi EAM used as photodetector (back-to-back) is also

shown.
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Fig. 5.6 shows the eye diagrams in the back-to-back (B2B) case and after
transmission over 500m and 1 km of standard single mode fiber. Clear
open eyes are obtained for all links. Next, the photodiode is connected
again to the RX-IC to evaluate the real-time BER performance. The FFE
parameters have to be re-optimized to minimize the BER, indicating that
frequency response of the RX-ICs indeed limits the link performance.
Furthermore, as the receiver was designed for 3-level duobinary reception,
it did not need to be extremely linear. For example a symmetrical,
gradually saturating transfer function would suffice to decode duobinary
without experiencing large sensitivity penalties.

Nevertheless, for PAM-4 almost error-free operation was obtained in
a back-to-back link with BERs down to 4 × 10−10. For transmission
over 500m and 1 km of SSMF we measured BERs of 7 × 10−9 and 8 ×
10−6, respectively, which is well below the KP4-FEC limit of 2.4 × 10−4

commonly used in data center interconnects, as shown in Fig. 5.7. These
BERs are to the lowest reported values for a real-time PAM-4 link above
50Gbaud [10, 11]. This affirms once more the performance benefit of
the DAC-less solution over a single multilevel driven modulator as was
previously observed for themodulator used in this experiment [12], as well
as for other optical DACs such as segmented MZMs [8] and polarization
multiplexed EAMs [17].

5.4.1 Using the GeSi EAM as a photodiode

Apart from their compact form factor and high bandwidth, the EAMs can
also be used as photodetectors by setting them to maximal absorption.
In [16, 18], we already observed that the EAMs can be used as optical
receivers for 100Gb/s NRZ and 3-level duobinary with a high responsivity
(∼ 0.8A/W for 80 µm devices). However, to receive PAM-4, the frequency
response should ideally be as flat as possible. We can compare the
performance by switching the transmitted eye between the photodiode
with a known flat response beyond 50GHz (upper left eye diagram in
Fig. 5.6) and one of the transmitter EAMs biased at -3V on a separate
die (lower right eye diagram in Fig. 5.6). Apart from some additional
noise, likely due the added insertion loss of the extra grating coupler
and 3 dB-splitter, little or no additional signal degradation is observed.
This validates that the EAMs not only have a high responsivity but
also a flat frequency response up to at least 50GHz, making them well-
suited for receiving multilevel signals. Having a single active high-speed
optical component for both the transmitter and the receiver, would greatly
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Figure 5.7: Real-time BER curves at 64Gbaud for back-to-back, 500m and

1 km of SSMF.

simplify the yield optimization of such a silicon-based transceiver, paving
the way towards high-yield and high-volume production.

5.4.2 A path towards O-band EAMs on SOI

Silicon photonics is a very promising platform for data center intercon-
nects, due to its ability to realize compact and low-cost transceivers in
high volume leveraging existing CMOS fabrication infrastructure. As
demonstrated in this chapter, SiP is capable of delivering very compact
transceivers that can operated without the need for DSP, DACs or high-
power electronics. The next step would be to combine this modulator
with in-house developed dedicated drivers [15] and TIA [19] and realize a
low power analog frontend of a silicon transceiver with a dynamic power
consumption of less than 2.5 pJ/bit (excluding the laser): i.e. 61mW to
drive the MSB EAM, 45mW for the LSB (as it needs half the swing), 10-
20mW for the heater and 190mW for the TIA.

The main downside of the silicon-on-insulator (SOI) platform is that
it lacks a native means for optical amplification, and as such no light
source. However, many possible solutions exist [20]: lasers can be grown
epitaxially on the SOI or butt-coupled to the PIC during assembly without
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having to interfere with the SOI. Recently, transfer printing has gained
quite some attention as a promising and -most importantly- cost-effective
way to selectively transfer pieces of III-V material (e.g. a laser) to a SOI
wafer or PIC. The same technique could be used to replace the GeSi EAMs
with III-V-based EAMs to allow operation in O-band, as the GeSi Franz-
Keldysh effect devices are intrinsically limited to C- and L-band. Another
option would be the use of O-band waveguide-integrated EAMs on silicon
based on the quantum-confined Stark effect through multiple quantum
well SiGe structures, as are currently being developed [21]. However,
the proposed optical DAC topology is not limited to EAMs, in fact any
intensity modulator could be used.

5.5 Conclusion

We have presented a compact silicon-based transmitter capable of gener-
ating 64Gbaud PAM-4 using two binary driven 120 µm long GeSi EAMs
in parallel. Combined with an in-house developed electrical transceiver
chipset, we were able to demonstrate the first real-time 64Gbaud PAM-4
transmission over more than 1 km of SSMF in a chip-to-chip link, without
requiring any power-hungry electrical ADCs, DACs or DSP. Integration
with the custom-designed BiCMOS drivers of [15] would allow us to
realize a 1 pJ/bit transmitter frontend (excluding the laser). These results
not only illustrate the advantages of carrying out the DAC operation to
the optical domain and thus eliminating the need for linear electronics
and optics, but also the capabilities of silicon photonics towards realizing
extremely compact and low-power transceivers for 100Gb/s/λ optical
interconnects.
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6
4:1 Silicon Photonic Serializer for Data
Center Interconnects Demonstrating

104 Gbaud OOK and PAM4
Transmission

With next-generation optical interconnects for data centers aiming for

0.8 Tb/s or 1.6 Tb/s, 100 Gbaud capable transmitters from a single-laser

source will become indispensable. However, these lane rates would require

bandwidths of 65 GHz or more, doubling the bandwidth requirements of

the electrical and optical components with respect to the fastest current

generation of optical interconnects running at 53 Gbaud PAM-4.

In this chapter, we propose an integrated 4:1 optical serializer topology to

achieve 104 Gbaud NRZ and PAM-4 transmission using only quarter rate

components at the transmitter. In a joint experiment with DTU we show

that a implementation of this serializer with four GeSi EAMs is capable of

delivering 104 (208) Gb/s OOK (PAM4) over 1 km of SMF. For 104 Gbaud OOK,

clearly open eyes are obtained, while for PAM-4 the performance is limited

by the non-linear E/O-transfer function of the EAM. However, adding pre-

emphasis in the electrical driver or replacing the single EAM with the optical

DAC topology from the previous chapter, consisting of two EAMs in parallel
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with a 90° phase difference between each, could substantially improve these

results. Additionally, we discuss the possibility of a four channel transmitter

(4 x 208 Gb/s) from a single mode locked laser, amounting to a 832 Gb/s rate

based on the current demonstrator.

This chapter is based on the invited journal paper with the same title that

was published in the Journal of Lightwave Technology (March 2019) [1].

6.1 Introduction

As the bandwidth requirements for data center interconnects (DCI)
keep increasing, the current generation of 100Gb/s (4 lanes of 25Gb/s
NRZ) single-mode fiber links covering the 500m to 2 km spans will
need to be upgraded to (200Gb/s or) 400Gb/s using either (4)8 lanes of
25Gbaud PAM-4 or (2)4 lanes of 50Gbaud PAM-4 as described by the
IEEE 400GBASE standards. For these 100Gb/s/λ applications, we have
recently demonstrated the first real-time 128Gb/s PAM-4 link using a
binary-driven, silicon-based transmitter without the need of any DSP [2].
However, with the first generation of transceivers operating at 100Gb/s/λ
finding their way to the market in the coming years, research and
discussion have already started to shift towards the implementation of
the next-generation of optical transceivers operating at 800Gb/s or even
1.6 Tb/s [3]. To maintain a low channel count, increasing the rates to
200Gb/s per lane schemes would be an elegant solution for these 0.8 Tb/s
and 1.6 Tb/s links.

One option would be to double the amount of bits per symbol again
from PAM-4 (2 bit/symbol) to PAM-16 (4 bit/symbol). However, the
transition of the NRZ to PAM-4 has already set significant additional
requirements on many of the components in the E/O link such as
linearity and higher sensitivity (minimally 4.8 dB due to modulation loss
and higher when accounting for any additional penalties due to inter-
symbol interference [4]), as well as a need for fast DACs and ADCs.
All these specifications have lead to substantial increase in the power
budget when compared to the simple OOK schemes. Moving to PAM-
16 would burden the optical link budget even further, demanding an
additional improvement of at least 7 dB in receiver sensitivity, as well
as a corresponding increase in the effective number of bits (ENOB) of
the DACs/ADCs in the link, likely increasing their already large power
consumption much further. Therefore, the prospect of implementing a
PAM-16 link seems questionable.
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A second path to increase the spectral efficiency of links would be to
abandon intensity-modulated direct-detection links (IMDD) and shift to
optical coherent technology. The additional signal space, by encompassing
the quadrature component, and the increased receiver sensitivity, by
using a local oscillator, allows doubling the number of bits/symbol to 4
by employing a 16-QAM modulation format. Yet, data center operators
have been reluctant to adopt these metro and long-haul devices as their
significantly higher power consumption makes it challenging to meet the
extremely compact form factor requirements. Coherent modules targeted
for intra data center interconnects such as the recently established 400ZR
standard transmit dual-polarization 16-QAM at nearly 60Gbaud (slightly
higher than the typical 53.125Gbaud rates inside the data center to
compensate for the larger overhead caused by the stronger FEC in
coherent links) with a power consumption around 15W. The additional
power consumption of the coherent DSP and the large form factor make
IMDD still the preferred solution for data center interconnects.

A last straightforward way to increase the line rate is to double the symbol
rate to 100Gbaud, however the implementation is far more burdensome
than the concept. The higher symbol rate will require a significant
performance increase of the current generation optical and electrical
components, requiring bandwidths of 65GHz or more. Moreover receiver
noise will be higher and jitter tolerance will be lower. The challenge in
stepping up the baud rate was revealed by the choice of the standardizing
committees to go for PAM-4 modulation over the NRZ format for 400
Gigabit Ethernet DCI.

Despite the challenges, an increase of the symbol rate would be a favored
solution for DCI and has been subject of much recent research. A
204Gb/s On-Off keying (OOK) transmitter has been demonstrated using
InP platforms for both the optics and electronics in combination with
offline DSP [5, 6]. Similarly, an EAM integrated with a DFB laser
(EADFB) was used to demonstrate 214Gb/s PAM-4 transmission [7]. On
silicon, the highest reported intensity modulated transmission has been
limited to 168Gb/s PAM-4 using a large multi-electrode traveling-wave
Mach-Zehnder modulator (MZM) driven with voltages up to 5 Vpp in
combination with extensive Tx-side DSP [8], making it less suitable for use
in data centers. In line with our previous work, we move functionality to
the optical domain to leverage the performance benefits [2, 9] andwe focus
on a silicon photonic transmitter including a 4:1 serializer to overcome the
barriers in stepping up the symbol rates in DCI applications.
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Over the last two decades, optical serializers (used in optical time
division (OTDM) schemes) have attracted much attention as they can
generate very high data rate optical transmissions with limited bandwidth
electronics [10]. However the need for long integrated optical delays
as well as the absence of a practical and low-cost integrated pulsed
laser source has prevented the adoption of optical serializers in datacom
applications. Nevertheless, remarkable progress has been made in recent
years on integrated semiconductor mode-locked lasers (MLLs) [11, 12].
In particular, the arrival of efficient and low-cost III-V-on-Si MLLs [11]
could be an important turning point towards fully integrated Si-based
optically serialized transceivers. Silicon Photonics (SiP) would be an
ideal platform to integrate MLLs and optical serializers as both devices
require long optical time delays, which can be made very compact and
with low losses on this platform. Combining a III-V-on-Si laser with
the Si multiplexer and a Si modulator would be a promising and cost
effective candidate towards realizing 0.8 and 1.6 TbE links, maintaining
the low complexity and minimal DSP associated with IMDD links without
straining the electronics at the transmitter side.

In this chapter, we demonstrate the first silicon modulator capable
of generating 104Gbaud OOK and PAM-4, using four GeSi electro-
absorption modulators (EAMs) as an optical serializer. Driving the EAMs
with PAM-4, we achieve the highest reported single-wavelength bitrate
for a silicon modulator (208Gb/s) in an IMDD link. The compact EAMs
(80 µm) can be operated without long traveling-wave electrodes and
power-consuming terminations (saving transceiver real estate and power)
and require only 1.2 Vpp at quarter-rate speeds (26Gbaud) thanks to the
4:1 optical multiplexing. Further improvement is anticipated when the
presented topology is enhanced with our SiPh transmitter demonstrated
in Chapter 4.

6.2 4:1 Serializer Architecture and Silicon Photonic

Implementation with GeSi EAMs

The topology of the serializer is depicted in Fig. 6.1. The discussion will be
done for a 4-to-1 serializer, but an equivalent approach can be taken for a
2-to-1 structure or any other integer number. At the input of the circuit,
a pulsed light source is required with a repetition rate equal to a quarter
of the target symbol rate and duty cycle of 25%, i.e. we have pulses with
the length of the symbol period of the target signal. The incoming light is
then split equally over four parallel branches. In each branch there is an



104 Gbaud Silicon Photonic Serializer 143

F
ig
u
re

6
.1
:
O
p
er
at
io
n
p
ri
n
ci
p
le

o
f
an

o
p
ti
ca

l
4:
1
se
ri
al
iz
er

an
d
m
o
d
u
la
to
r:

Fo
r
a
ta
rg

et
sy

m
b
o
l
ra
te

R
s
,
a
p
u
ls
ed

li
g
h
t

so
u
rc
e
w
it
h
a
p
u
ls
e
w
id
th

T
s
(c
o
rr
es
p
o
n
d
in
g
to

th
e
d
es
ir
ed

sy
m
b
o
l
ra
te
)
an

d
a
re
p
et
it
io
n
ra
te

at
th
e
q
u
ar
te
r
ra
te

(R
s
/4

)

en
te
rs

th
e
o
p
ti
ca

l
ch

ip
.
Th

e
li
g
h
t
is

d
iv
id
ed

eq
u
al
ly

o
v
er

4
b
ra
n
ch

es
w
h
er
e
it
is

in
te
n
si
ty

m
o
d
u
la
te
d
at

f
s
/4

an
d
d
el
ay

ed

o
v
er

0
to

3
sy

m
b
o
l
p
er
io
d
s.

A
ft
er

re
co

m
b
in
at
io
n
,a

w
av

ef
o
rm

is
ac

h
ie
v
ed

at
th
e
ta
rg

et
R
s
sy

m
b
o
l
ra
te
.



144 Chapter 6

intensity modulator that is driven by electronics operating at a quarter
of the combined target rate. Next, the branches are recombined after
applying respective optical time delays of 0, 1, 2 and 3 symbol periods
to the modulated pulses. As a result, the pulses are interleaved and form a
signal at 4 times the rate of the driving electronics. Moreover, the serializer
is operating irrespective of the levels in the pulses, so branches can be
modulated with both an NRZ and a multilevel format.

Figure 6.2: Circuit layout and die micrograph.

An implementation of the proposed structure was fabricated on imec’s
200mm SiP platform. The layout and a die micrograph are shown in
Fig. 6.2. A binary tree of multimode interferometers (MMIs) is used to
split the light into four branches. Per branch, an 80 µm long GeSi EAM
modulates the quarter-rate electrical data. The EAM operation is based on
the Franz-Keldysh effect, where the bandgap of the device shifts when an
electrical field is present. These are the same type of EAMs as used in our
previous work [13, 14] where we measured an insertion loss (taken as the
ratio of the highest signal power level to the average input power) of∼7 dB
and extinction ratio of ∼8 dB for a 2 Vpp swing. As these GeSi devices are
extremely compact, they can be driven as very small capacitors without
power hungry resistive terminations. Although EAMs were used in this
work, any type ofmodulator structure can be used as long as it implements
an intensity modulation of the signal. This opens up the way to also use
other compact and unterminated modulators capable of generating PAM-
4, such as segmented micro-ring resonators (MRR) [15]. The optical delays
on this sample are implemented as waveguide spirals of N×750 µm length
(N = 0, 1, 2, 3). Thanks to the high index contrast of the SOI-waveguides,
the spirals were realized with a bend radius of 10 µm, resulting in very
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Figure 6.3: Frequency domain and time domain plots of the optical input

signal to the optical serializer.
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compact time delays with very low losses (<0.2 dB). At 1563 nm, the
measured delay difference between each arm is fixed at approximately
9.6 ps. This is at the same time the symbol period Ts of the resulting
signal (after serializing), therefore making this demonstrator suited for
104Gbaud operation originating from 26Gbaud electronics. Finally, the
light from each branch is combined with three 2×1 MMIs and coupled
in and out of the photonic IC through fiber-to-chip grating couplers (GC)
with an efficiency of approximately -6 dB/coupler. These could be replaced
by more efficient edge couplers (<2 dB/coupler) to lower the total insertion
loss. A drawback of the configuration, however, remains the inherent 6 dB
loss due to combiners after the four branches.

6.3 Transmission Experiment

Fig. 6.4 shows the experimental setup that was used to characterize the
fabricated SiP serializer and modulator. To generate a train of optical
pulses, CW light at 1563 nm is launched into a cascaded MZM (biased at
minimal transmission and acting as a pulse carver) and a phase modulator
(PS) modulated by a 26GHz sine wave generator. 230m of dispersion
compensated fiber (DCF) is added to provide additional compression to
the pulses, ensuring a FWHM of less than 9.6 ps when measured with a
70GHz PIN-PD. Inspection of the optical spectrum reveals eleven 26GHz
spaced lines within a 3 dB flatness (Fig. 6.6). In the time domain signal we
can see a pulse periodicity of 38.5 ps, corresponding to a repetition rate of
26GHz. Next, an EDFA amplifies the pulses to provide a 13 dBm average
input power to the PIC. A four channel 65GSa/s arbitrary waveform
generator (AWG) creates four uncorrelated data streams to drive the
different branches. These are amplified to 1.2 Vpp and applied to the EAMs
through two 50Ω terminated GSGSG RF-probes. All four EAMs were
biased at –0.6 V. After the PIC, an EDFA and variable optical attenuator
set the average input power to a 70GHz PIN-PD (0.6 A/W).

Finally, the eyes are captured by a 50GHz sampling oscilloscope to
visualize the eye diagrams. For the BER estimations, a 63GHz real-
time scope is used to capture the waveforms after which the Q-factor
is calculated offline. In the experiment, all equipment is synchronized
using a 26GHz clock signal. It is important to have a proper alignment of
the pulse carving operation and the AWG data signals to have optimally
modulated pulses. When the pulse train generation is replaced by a
MLL, active mode-locking would be the natural solution to implement this
synchronization. The trigger signal for theMLL and the data signals would
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then be retimed using the master clock from the CDR typically present in
the electronic driver chip.

Figure 6.5: Eye diagrams captured by a 50GHz sampling oscilloscope:

26Gbaud electrical inputs (OOK/PAM4) and received optical signal in BtB

and after 1km of SMF at 104Gbaud OOK and PAM-4.

The average in-fiber power after the PIC is -14 dBm during operation:
13 dBm (input power) -6 dB (grating coupler in) -7 dB (IL EAMs) -2 dB (7 dB
dynamic ER at 1.2 Vpp) -6 dB (4:1 combiner losses) -6 dB (grating coupler
out). The in-waveguide outer optical modulation amplitude (OMA) after
the serializer was –6.8 dBm for an average in-waveguide power of –8 dBm
(and +7 dBm in-waveguide power entering the serializer). A considerable
part of the loss originates from the 12 dB insertion loss of the grating
couplers. Employing edge couplers (<2 dB/coupler) could relieve the total
insertion loss and bring the in-fiber power close to -5 dBm. Transmission
is tested back-to-back (BtB) and over 1 km of SMF followed by 150m DCF
(-15.9 ps/nm) to compensate for the accumulated chromatic dispersion at
1563 nm. The data transmission was tested with both NRZ and PAM-
4 signals (four decorrelated 29 − 1 long pseudo-random bit streams)
generated by the AWG at 26Gbaud.

Fig. 6.5 shows the captured eye diagrams of the input signals to the
modulator as well as the resulting 104Gbaud OOK and PAM-4 eye
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Figure 6.6: optical spectrum after the optical serializer.

diagrams. To capture the individual behavior of each EAM in the eye
diagrams, the sampling oscilloscope was triggered with a clock of 1/4th
of the total baudrate. However, during BER estimations all eyes were
superimposed on one period of the total baudrate (104Gbaud), resembling
a conventional full rate optical receiver. Fig. 6.6 displays the optical
spectrum of the output signal. The lines with a 104GHz spacing are
emphasized in the frequency comb revealing the 4:1 serializing operation.
At 104Gb/s OOK, the captured eye diagrams are clearly open, both BtB and
after 1 km of fiber. Based on the Q-factor, we estimate a BER below 7E-7 for
BtB and 5E-6 after 1 km of SMF, without any online or offline equalization.
For PAM-4 transmission, the relative placement of the electrical PAM-
4 levels is slightly adjusted in the AWG software to compensate for
the compression caused by the non-linear E/O transfer function of the
GeSi EAMs. Apart from these adjusted levels, no DSP or equalization
is used to generate the 208Gb/s PAM-4 eyes. Currently, the driving
signals for each modulator were not individually optimized. This leads to
some unbalancing between the levels of the neighboring tributaries and
limits the performance if the signal is received without a demultiplexing
operation (as in this experiment). However, a start-up calibration can be
implemented to ensure proper alignment, monitoring the optical output
generated by a single tributary (placing all other tributaries in a fixed state)
and adjusting the driving signal accordingly, and this for all tributaries.
Nevertheless, at record speeds of 208Gb/s, the different PAM-4 levels are
still clearly distinguishable even after 1 km of SMF. Here, the estimated
BERs are 8.9E-3 for a BtB link and 9.9E-3 after 1 km of SMF, already below
the soft decision FEC of 2E–2 (as is commonly used in 200Gb/s coherent



150 Chapter 6

transceivers) without using any equalization. Adding pre-emphasis and
equalization or the DAC-less parallel EAM topology proposed in [14],
could be used to improve these BERs for operation with the current
standard intra data center FEC for single-mode transceivers of 2.4E-4 for
200 and 400GbE transceivers.

6.4 Discussion and Prospects

In the demonstrated experiment, we have realized the fastest single-
wavelength silicon modulator capable of generating PAM-4 and OOK
at 104Gbaud. The EAM modulators in the different branches are very
compact and only need to be driven with 1.2 Vpp voltage swing at a
quarter of the target symbol rate. As a result, the proposed transmitter
topology can be made extremely power efficient. In [16], we have recently
shown that for these lumped-load modulators, dedicated drivers can be
designed up to 70Gb/s while only consuming 61mW. When designed for
the 26Gbaud rate in this demonstrator, the drive current could be lowered,
hence resulting in even lower power consumption.

However, there is no fundamental hurdle preventing the proposed archi-
tecture to operate at higher data rates. The current photonic IC was
operated at 26Gbaud (quarter-rate) since this was the optimal speed for
the measured delays of the waveguide spirals. Only a small redesign effort
is required to adapt these delays to shorter symbol periods. Alternatively,
when not yet limited by the speed of the electronics, one could choose
to implement a half-rate structure rather than a quarter-rate structures to
limit interconnect complexity between electronic and photonic dies and
gain 3 dB in optical power budget.

A next path forward would be to replace the PAM-4 data generation
by an alternative topology. Currently, the four-level signal is generated
electrically by the AWG and applied to the non-linear electro-optic
transfer function of the EAM. Previously we have shown that by moving
the DAC functionality to the optical domain drastically improved PAM-
4 performance can be obtained with the same EAMs as it bypasses
the linearity requirements at the transmitter [14]. In Fig. 6.7(a) a
waveform is displayed where only one of the branches of the serializer
is modulated with multilevel data from the AWG, together with the full
PAM-4 waveform. We can see that the limitation for the output signal is
already in the modulation of a single pulse and that the serializing adds
no visible additional degradation to the levels.
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Figure 6.7: Waveform where only 1 out of 4 modulators is driven with

four-level data (a) and full PAM-4 waveform (b). The waveforms illustrate

that the limitation in the PAM4 signal originates from the modulation of

the individual pulses rather than from the serializing operation.

This observation makes it reasonable to assume that employing a better
PAM-4 data generation will also result in an improvement when used
in the branches of the serializer topology. Ultimately, when combining
our 64Gbaud PAM-4 transmitter demonstrated in Chapter 5 with the
serializer, it is possible to evolve towards >0.5 Tb/s from a single laser
source. Moreover, the alternative PAM-4 transmitter is again suited to
be driven with the same electronic IC as in [16]. This would allow us
to achieve these record high data rates with an aggregate driver power
consumption of only 1 pJ/bit (excluding the laser).
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Figure 6.8: Illustrating the principle of using a frequency comb as the

source of multiple WDM channels. The minimally required spectral width

could be narrowed down to 2.5 nm allowing a single mode-locked laser

with a spectrum of at least 10 nm to be shared over 4 channels.

The need for a pulsed laser source remains a disadvantage compared
to a common continuous wave laser source as used in today’s optical
links. To alleviate this drawback, we investigate the possibility of
sharing the laser source over multiple channels. Recent research has
illustrated that a frequency comb is a viable alternative as a source
for multiple wavelength-division multiplexing (WDM) channels [17, 18].
When expanding our test setup with an optical waveshaper acting as a
band pass filter, we could narrow down the spectrum of the frequency
comb to less than 2.5 nm without any observable penalty. As illustrated
in Fig. 6.8, considering a 10 nm frequency comb, a single laser could be
used to feed 4 WDM channels. Exploiting this property of the frequency
comb can potentially outweigh the additional hardware complexity of
the laser source. Replacing the inefficient grating couplers with edge
couplers would already provide sufficient power budget to feed four
200G channels from a single mode locked laser (assuming similar output
power of the MLL). Additional margin could be obtained by incorporating
heterogeneously integrated SOAs either at the input of the transmitter or
at the output of each of the four 200G channels. This way, an 832Gb/s
(4×208Gb/s) PAM-4 transmitter based on a single laser could be realized.
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6.5 Conclusion

We have demonstrated a viable path towards increasing the symbol rate
in IMDD links by introducing a 4:1 serializer in the optical domain.
Using an implementation based on four GeSi EAMs, we show 104Gbaud
OOK and PAM-4 transmission, realizing the fastest PAM-4 transmitter
on a silicon platform. In a future implementation, a single 10 nm wide
combined with a wavelength demux should be sufficient to feed a 4-
channel >800Gb/s system in a CDWM configuration. The data rates can
be pushed even further by omitting the electrical multilevel drive signals
and incorporating an optical DAC-based PAM4 generation instead.
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7
Coherent Transceivers based on

Intensity Modulators

7.1 Coherent communication

Up to this point, the optical links discussed in this work have relied on
a single photodiode to detect intensity changes generated by the optical
transmitter. However, as illustrated in Fig. 2.2, there are several other
physical dimensions of light that can be exploited to carry data. Coherent
optical transceivers encode data both in the phase and the amplitude of
light, which allows the generation of a higher order constellations such
as QPSK and 16-QAM (Fig. 7.1). Besides the phase domain, most coherent
links also employ polarization multiplexing as an straightforward way to
double the total bitrate as well as the spectral efficiency, i.e. the number
of bits per Hz, by utilizing both the TE and the TM polarization states
of the light. An illustration of a conventional coherent transmitter with
polarization multiplexing that generates 16-QAM, is shown in Fig. 7.2.

Of course, this type of transmitter also requires the conversion of these
three physical properties of light (amplitude, phase and polarization) to
the electrical domain at the receiver. Whereas in a IMDD link, only
the intensity of the optical signal in transduced into an electrical signal

159
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Figure 7.1: Comparison between constellations diagrams of two IMDD

formats (NRZ and PAM-4), where the phase can be ambiguous, and two

complex modulation formats (QPSK and 16-QAM).

Figure 7.2: Example of a conventional dual-polarization coherent trans-

mitter based on Mach-Zehnder modulators. Each MZM is driven with a

four-level signal to produce 16-QAM on both polarizations.
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and all phase information is disregarded. This indicates that a coherent
optical receiver will have to be much more complex than a simple single
photodetector. How this conversion is achieved will be explained more in
detailed in Section 7.5.1. The component brake-down of a conventional
optical coherent transmitter will be discussed in Section 7.3.

7.2 Coherent Optics for DCIs?

Coherent communication has been studied extensively since the 1980s,
when it was developed to increase the optical power budget in long fiber
links.

However, with the invention of the EDFA, WDM based systems with in-
line amplification negated the need for these highly complex transceivers
which at that time still faced many difficulties, and froze the research
domain almost 20 years. In the early 2000s, the interest was rekindled
as electronic DSPs had become fast enough to track the local oscillator
through the received symbols, avoiding the need for an optical phase-
lock loop (OPLL) which proved very challenging (and attempts towards a
commercially feasible OPLL for coherent telecom applications have only
recently started to appear[1]). This evolution made it possible to correct
the linear fiber distortions with digital filters, allowing it’s processing
power to scale down in power and/or up in speed with each new CMOS
node according to Moore’s law. This also means that these DSPs are
typically fabricated in the latest CMOS node, which makes them very
expensive.

Because of the success of these digital coherent transceivers, long haul
(>100 km) and ultra long haul (>1000 km) links have almost exclusively
become coherent-based.

Not more than five years ago, many believed that coherent optical
communication would never have a place in the data center ecosystem
as they were too big, too power-hungry, and too costly. But as the traffic
kept growing at an enormous pace the coherent transceivers began to find
their way on many data center road maps (typically somewhere far away
in the upper right corner). For this to happen significant changes had to be
made to current telecom oriented devices, as DC operators would demand
a dedicated solution suited to their specific needs, and not a light version
of the existing telecom implementations.

One of these areas has been the module size, where remarkable progress
has been made in bringing these modules to smaller and smaller packages.
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Perhaps surprisingly, in a domain where the performance of the active
components is of the utmost importance, it was a silicon photonics based
approach that led the way towards more compact and lower power
coherent transceivers, for example realizing a complete analog frontend
(drivers, TIAs, and PIC) in a ball grid array package operating at 30Gbaud
16-QAM in 2017[2, 3].

7.2.1 Between data centers: 400G-ZR

Another important step towards bringing coherent to the data center was
taken in the spring of 2020, where the first coherent-based multi-vendor
implementation agreement for inter-DCI links, 400G-ZR, was adopted by
theOIF (Optical Internetworking Forum)[4]. This standardwas envisioned
to ensure interoperability for coherent inter-DCI modules which can
sustain fiber spans of at least 80 km. In 400G-ZR, 16-QAM is sent on
two polarizations at nearly 60Gbaud in C-band rather than O-band due to
the lower propagation losses and availability of low-noise and broadband
inline fiber amplifiers that can support DWDM. With a maximum power
consumption of 15W housed in a QSFP-DD, OSFP module or on-board
optics packaging, a compact and low power transceiver is an important
requirement for these application areas.

Therefore, an EAM based solution could be a perfect fit for these links,
provided they could generate commonly used coherent constellations
such as QPSK and 16-QAM. Building further on the interferometric
combination of two EAMs introduced in Chapter 4, Section 7.4 will
showcase several possible topologies to do just such a thing.

Figure 7.3: Example of a 400G-ZR inter data center interconnect (from

Arista [5]).
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7.2.2 Inside the data center: coherent versus IMDD

Inside the DC, the power and cost requirements become even more
demanding, especially considering the power-hungry and costly DSPs
needed for the demodulation of the coherent signal and the compensation
of the fiber distortions in a coherent link. However, with the transition
from NRZ to PAM-4 in data center interconnects, almost all currently
available 400G modules also house a DSP to facilitate, amongst others, the
non-linear conversion of data from the electrical to the optical domain and
back. To comply with the 400GBASE-DR4 Ethernet standard, the power
consumption of these 4×100Gb/s PAM-4 transceivers is 12W, which is
getting close to the 15W of the 400G-ZR standard. And as vendors of
coherent transceivers like to point out: the differences between their 400G
implementation and those of the most challenging links inside the DC is
becoming smaller and smaller as can be seen in Fig. 7.4.

This side by side comparison of the blockdiagram of a conventional
400G transceiver module and that of a conventional 16-QAM coherent
transceiver for a single polarization, reveals many high-level similarities.
Especially, the analog electrical blocks are relatively similar as the drivers
and TIAs in both implementations transmit and receive a 4-level electrical
signal. Although it must be pointed out that the MZMs in this type of
coherent transmitter ideally require twice the swing then if they were to
be used in a IMDD link because the modulation ranges from −1 to +1
(corresponding to minimum and maximum of the amplitude curves of the
MZM transfer function) while in a IMDD link the signals are mapped from
0 to +1 (corresponding to the minimum and maximum of power transfer
points of the MZM’s transfer function).

Yet, there are some significant discrepancies between both versions in
other areas of the transceiver. To realize a low phase error on the
complex symbols the linewidth of the transmit and the local oscillator
laser (i.e. a tapped-off fraction of the transmit laser for the receiving
module) needs to remain sufficiently low. Another key difference is found
in (necessarily) much stronger DSP capabilities of the coherent chip which
adds significantly to the power consumption as well as the latency due to
the signal processing and high FEC required for “error-free” transmission,
both difficult pills to swallow in a data center environment. Be that as
it may, there might be some margin to cut down on the amount of DSP
as these chips are built to correct dispersion effects of 100s to 1000s of
kilometers. A short reach version up to 2 km might be able strip down
significantly in terms of required processing power, levelling the playing
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Figure 7.4: Blockdiagram of (a) a typical coherent-based transceiver

(here in a dual-polarization version operating at 50Gbaud 16-QAM per

polarization to realize a 400G link) and (b) typical SiPh 400G IMDD-based

transceiver (here in a CWDM4 implementation using four wavelengths

each carrying 50Gbaud PAM4 to realize a 400G link).

field somewhat.

Nevertheless, it is still too early to make a confident statement about
the chances of coherent optics to have a share of the 0.8 Tb/s or 1.6 Tb/s
Ethernet market. It is, however, no longer a question if coherent
transceivers will have a place inside the data center, but rather when.

7.3 A conventional coherent transmitter

Although many different topologies exist to generate complex-valued
symbols with both a phase and an amplitude component, by far the most
prevalent configuration is the so-called IQ-modulator.

An IQ-modulator consists of two Mach-Zehnder modulators, one for the
in-phase modulation (I-MZM) and one for the quadrature modulation
(Q-MZM), placed in an interferometer with a fixed 90° phase difference
between them. This type of super MZM is referred to as IQ-modulator (or
IQ-MZM) as every point of the complex plane can be constructed as the
independent superposition of an I and Q signal, i.e. the vector sum of its
real and imaginary part.

Each child MZM is biased at its minimum transmission point rather
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than its quadrature point, as is the case for IMDD links. This point
maximizes the linear modulation region when looking at the fields rather
than intensity, as can be seen in Fig. 2.13b. The operating range of the
MZM has doubled to be able to generate a full 2π phase shift both in
the in-phase and in the quadrature MZM. Consequently, the swing of
the electrical drive signal also has to double to be able to reach these
phases. Although, due to the cosine transfer function, the conversion of
electrical to optical modulation depth becomes much less efficient towards
the maximum transmission points of the MZM. With a swing of Vπ (half
of what is needed for full modulation) already 71% of the total modulation
depth is reached. Therefore, the remaining 29% requires the driver swing
to increase with an additional Vπ .

For constellation with fewer symbols such a QPSK, a reduced optical
modulation amplitude might be quite justifiable as the sensitivity penalty
at the receiver is likely outweighed by the significant increase in driver
power. However, for constellations with a much higher symbol counts
(e.g. 16-QAMand higher) onemight no longer be able to afford the reduced
modulation amplitude. As doubling the driver swing is typically not that
easy to do, this means that the already large phase shifters would have
to double in length to achieve the same effect, at the cost of increased
insertion loss and reduced modulator bandwidth.

In practive, even a swing of “only” Vπ is very difficult to obtain, especially
on SiP where the VπL values are between 10-20 V mm and even fairly
large modulators of 2mm still would require a swing of 5-10 Vppd. Still
significantly higher than a typical (Bi)CMOS driver at 3 Vppd can support.
Hence, these modulators tend to be operated with even less modulation
depth which increases their insertion loss considerably.

7.4 Coherent Transmitters based on Intensity Modu-

lators

Although the bulk of the power consumption of a coherent module is
allocated to the DSP and the laser, there is still a sizeable reduction in
power and chip real-estate that can be realized on the transmit side by
avoiding conventional IQ-modulator based on large MZMs with relatively
low restive terminations (25-30Ω) which draw larges currents to drive,
especially, if the driving signals need to be even stronger than in an IMDD
link. Not to mention the possibility of operating at higher baudrates if
compact intensitymodulators such as EAMs could be used in stead of these
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travelling-wave phase shifters. Particularly on silicon platforms, where
the weaker plasma dispersion effect tends to lead to higher VπL and thus
even longer devices with reduced bandwidths than their InP alternatives.
In other words it would be interesting to see if we could also apply the
same framework and strategies thatwere used in chapters 4 and 5 to realize
compact, low-cost and low-power IMDD modulators on SiPh, to coherent
modulators.

Similar approaches have been demonstrated on InP [6, 7], but have never
been attempted on SiPh until very recently [8]. The use-case for this
alternative complex modulator on SiPh might even be more compelling
than on InP, as SiPh MZMs exhibit a high VπL product combined with
more moderate bandwidths than their InP counterparts, requiring either
much higher electrical swings (which is already an issue in coherent
transmitters), or much longer modulators (which are already several
millimeters long and would only reduce the BW as well as increase the
insertion losses), or additional signal shaping through analog or digital
filtering (both options which will significantly affect the main drawback of
the coherent solution: the power consumption). Using a short capacitive
modulator such as an EAM or a MRM could potentially save significant
transceiver real-estate as well as power, and allow for much higher
bandwidths at the same time.

7.4.1 Two-arm QPSK modulator

As QPSK carries the same number of bits per symbol as PAM-4, the
PAM-4 DAC topology proposed in Chapter 4 is a natural candidate to
be upgraded to QSPK modulator. Recalling the constellation diagram
and operating principle of this device (Fig. 4.1 and 4.2), only minor
adjustments to produce a 4 symbol complex constellation are required
as the topology already uses symbols with different phases to ensure the
equidistant position of the PAM-4 levels. It is actually even simpler to
generate a square constellation: removing the deliberately introduced
OMA difference between both interferometer arms results in a square
constellation.

Moreover, the 3 dB power penalty introduced due to the 90° phase
difference between both arms, is no longer a drawback of this specific
topology as the same penalty also occurs when combining the I and the
Q branches of a conventional MZM-based IQ-modulator. This means that
total insertion loss for both versions can be very comparable or even lower
depending on the insertion loss of the specific stand-alone modulator
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(a) Schematic

(b) Constellation diagram
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Figure 7.5: QPSK modulator (not DC-centered)

devices, thereby negating a possible advantage of the MZMs over the
parallel amplitude modulators. Fig. 7.5 shows such a modulator and its
resulting constellation diagram.

Of course, the constellation is now confined in the first quadrant of
complex plane which means that it is not DC-centered and that a fraction
of the carrier will still be present. Although this is not necessarily
a problem, the constellation can be shifted to its ideal position at the
cost of slightly higher insertion loss by adding an dummy vector branch

with a fixed amplitude
√

2
2 A (with A the shortest distance between two

neighboring constellation points which) and phase −3π/4 as is shown in
Fig. 7.6. For EAMs with limited extinction, the amplitude in the dummy

branch needs to be increases with a factor (1 +
√

1
ER

) to compensate for

the remaining signal power in the off-state of the EAMs.

There are different options to implement this dummy branch:

• Star Coupler
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(a) Schematic

(b) Constellation diagram
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Figure 7.6: QPSK modulator (DC-centered)

A custom-made star coupler could be used to provide a fixed set
of amplitude and phase relations for each branch by design. This
was the approach followed by [9] in the first demonstration of
QPSK modulator using InP-EAMs. Although conceptually elegant,
as it requires only two EAMs and two star couplers, there is
little tunability left to catch any fabrication deviations. And
unfortunately, this was indeed what limited the performance in [9],
where the star couplers did not provide the designed phase and
amplitude relations.

• Tunable Power Split
Another possibility is to leave out the dummy EAM and work with
tunable power splitters which can provide the desired amplitude
ratio to the two high-speed arms and the DC-centering arm. This
is more efficient, as no power is wasted through the absorption of
the dummy EAM to create the desired amplitude ratios. In practice,
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tunability will be a desired feature as it allows to compensate for
any possible fabrication tolerances during the calibration of the
modulator. Therefore, this option will likely be preferred in a
commercial product.

Figure 7.7: Symbol and implementation of a lossless tunable splitter. The

incoming power can be divided between both outputs in any arbitrary

ratio α : 1 − α with 0 ≤ α ≤ 1 by setting one or both heaters to the

correct voltage.

This also reveals another interesting property of thismodulator: depending
on the requirements of the link the modulation can effortlessly be changed
between QPSK and PAM-4 by setting the optical power split to the desired
ratio (i.e. 50/50 or 33/66).

7.4.2 Four-arm QPSK modulator

Another possibility to generate QPSK with intensity modulators was
investigated by [7], where four parallel modulators with a phase of 0°,
90°, 180° and 270° are driven as switches where only one is closed at any
given time as illustrated in Fig. 7.8. Although this makes the modulator
inherently DC-centered, additional circuitry is required to map every
symbol so that only only one of the four modulators is transparent (one-
hot switching). The power penalty is 3 dB higher compared to the two-arm
EAM-MZI or a IQ-MZMbecause for each symbol three out of the four arms
of the modulator are in a light blocking state.

In stead of driving only one EAM at a time, one could also opt to
drive the modulators two-by-two. If we remap the QPSK symbols to
45°, 135°, 225° and 315° and keep the same phase relations between the
EAMs, we can see that each symbol can be generated by driving the
two neighboring EAMs as can be seen in Fig. 7.9. In Fig. 7.9a every
transition to a different symbol takes one charging and one discharging
of the modulator capacitance, while in Fig. 7.9b this operation takes 1.33
charges and discharges. However, we gain 41% modulation depth in the
optical domain as the amplitude of each symbol is now

√
2 times larger.

From Fig. 7.10 we can see that a limited extinction ratio reduces the size
of the constellation as can be expected, but does not affect its shape.
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Figure 7.8: QPSK vector modulator with four fixed-phase EAMs.

7.4.3 Push-pull Operation

Looking at Fig. 7.9b, reveals another advantage over the one-hot topology.
Each EAM and its 180° rotated counterpart are always driven in a
complementary state. This means that we can greatly simplify the bit-
to-symbol mapping if we can drive this EAM and its anti-phase twin
differentially, i.e. in push-pull. This can be done in two ways:

• Dual-drive (single bias)
Let us call this EAM configuration C-AA-C (A-CC-A), where A
and C denominate the anode and cathode of the modulator. To
implement this mapping, we only need have to electrically short
the cathode (anode) and drive the two anodes (cathodes) with a
differential signal. If we assume that both modulators are identical
the voltage potential between both modulators becomes an AC-
ground and we can arbitrarily assign a DC voltage to it without
interfering with the high speed drive signals. This makes this node
ideally suited to set the biasing voltage of the modulator as shown in
Fig. 7.11a. As this scheme assumes complementary driving signals
it matches very well with current mode logic topologies which are
often inherently differential. However, a pseudo-differential CMOS
topology with invertor-based drivers is also frequently chosen,
especially when there are many modulators to be driven as in a
segmented modulator [10].

• Single-drive (dual bias)
Another option is depicted in Fig. 7.11b. Here, the modulators
are shorted in series in an A-CA-C scheme similar to a balanced
photodiode configuration. We might regard this as the dual version
of the electro-optical push-pull operation with the AC-CA (or CA-
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(a) one-hot QPSK

(b) dual-drive QPSK

Figure 7.9: QPSK constellation generated by the quad EAM (a) by driving

only one EAM per symbol and (b) by driving two EAMs per symbol.

AC) scheme, where we needed two (differential) drive signals and
one biasing voltage. In this configuration, two different bias voltages
(e.g. +2 V and 0V) but only one driver signal is needed to drive both
devices push-pull. As the capacitance of these devices is typically
very low (15 − 25 fF), the disadvantage of higher capacitance is
likely outweighed by the reduction in area and complexity as
the capacitance of the contacting (bondpads, ESD clamps,…) still
dominates the total equivalent capacitive load that needs to be
driven. Now, only one -albeit stronger- output stage is needed to
drive both EAMs in push-pull. This configuration would be ideally
suited for inverter-based CMOS drivers which can provide fast rail-
to-rail switching behavior with very high power efficiency.

7.4.4 Binary driven 16-QAM modulator

Higher order constellations are also possible. Just as the PAM-4 or
the QPSK modulator was based on a interferometer topology with an
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Figure 7.10: Effect of limited ER on a 4-EAM QPSK modulator

(a) dual-drive push-pull (b) single-drive push-pull

Figure 7.11: Two possible ways to bias and drive a two pn-junction-based

modulators in push-pull: (a) with two complementary driving signals and

one bias voltage (Vbias > Vcm,drivers) and (b) with a single driving signal

and two bias voltages (Vbias2 > Vbias1)

amplitudemodulator in each branch, a 16-QAMmodulator can bemade by
adding two more base (fixed-phase) vectors that make up the modulation
space. A four arm interferometer capable of transmitting 16-QAM can
be obtained by replacing the EAMs in a PAM-4 vector modulator with
the previously discussed QPSK modulator, as can be seen in Fig. 7.12. To
achieve a 4-level signal on the I axis with two binary driven EAMs requires
a power imbalance between the EAMs corresponding to the 0° and 180°
arms (and similarly for the 90° and 270° EAMs on the Q-axis).

As with the two vector version, this constellation is not balanced around
DC. However, the same trick can be used as in the 2-arm QSPK modulator
to obtain a DC-centered 16-QAM constellation. Adding a dummy branch

without high-speed modulation with an amplitude of
√

2
2 A and a phase of
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(a) Schematic

(b) Constellation diagram
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Figure 7.12: Binary driven 16-QAM EAM-based vector modulator (non-

DC-centered)

5π/4 (for ideal EAMs with inifinite extinction) will shift the constellation
center back to DC. Furthermore, this solution can be easily adopted to
work with more realistic EAMs with limited ER by scaling the amplitude
of the dummmy branch with (1 + 1

√

ER
), as shown in Fig. 7.13c for an

ER = 100 dB (close to ideal) and ER = 6 dB (more realistic).

7.4.5 Multilevel driven 16-QAM modulator

Until now we have tried to realize coherent transmitters with binary
driven modulators to benefit from low-power and CMOS friendly elec-
tronics. However, if we abandon this criterium and allow multilevel elec-
trical driving signals, another interesting EAM-based coherent transmitter
topology is possible.
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(a) Schematic

(b) Constellation diagram
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Figure 7.13: Binary driven 16-QAM EAM-based vector modulator (DC-

centered)

A disadvantage of the binary driven 16-QAM modulator is that without
additional precautions such as a fifth balancing branch, it is inherently
unbalanced in DC. Although there was one constellation that did not
exhibit this issue: the 4-arm QPSK modulator (Fig. 7.8). Rearranging
the prefixed phases so that each child interferometer is put in minimum
transmission (180° phase difference) and their modulators driven comple-
mentary in push-pull (with two options as discussed in Section 7.4.3),
amplitude shift keying can be realized by each anti-phase EAM pair.
Fig. 7.14 shows how a 4-level push-pull driver can realize 4-ASK on a single
child MZI.

Setting a 90° phase between the inner MZIs, enables true IQ modulation
just as it with any conventional MZM-based coherent modulator. Hence,
the constellation is inherently symmetrical around DC and this modulator
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Figure 7.14: 4-ASK operation on two parallel EAMs with PAM-4 in push-

pull. The EAM-MZI is biased at minimum transmission.

can therefore act as an in-situ replacement for phase-shifter-based IQ-
modulators. And although the four driving signals are no longer binary,
only two multilevel differential drivers are needed to operate this EAM-
based IQ modulator to obtain 16-QAM modulation.

This means that, in theory, the transmission line drivers from existing
travelling-wave based IQ-modulators can be directly reused by simply
adding a matching resistive termination. However, significant power
reductions can be obtained by being able increase the termination from
25-30Ω, typical for SiP MZMs, to the conventional 50Ω as in many other
broadband and RF applications. This would reduces the current drawn
from the supplies by almost a factor of two, cutting the output driver power
almost in half.

However, ideally, the lowest power consumption would come from a close
integration of driver and modulator, so that no restive termination is
needed and the modulator could be driven as a small lumped capacitor.
In [11], a co-designed driver for this type of GeSi EAMs was wirebonded
to a single modulator demonstrating up to 70Gbaud NRZ operation at
only 61mW (excluding the laser power). In a follow-up experiment, a 2-
channel version of this driver was used to realize 100Gb/s PAM-4 with the
optical DAC topology from chapters 4 and 5 at only 1.5 pJ/bit.

This EAM-based IQ-modulator strongly resembles the MZM-based IQ-
modulator. Both in the electrical domain, where each requires two
4-level differential drivers, as well in the optical domain, where each
generates independent amplitude modulations which are combined in
quadrature. These similarities allow for a relatively fair side-by-side
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(a) Schematic

(b) Constellation diagram

Figure 7.15: EAM-based IQ-modulator that can generate DC-centered 16-

QAM with two four-level differential driving signals.

comparison between both versions. In Table 7.1 the main properties of
both types are listed for 50Gbaud 16-QAM operation, i.e. a 200Gb/s on a
single polarization.

For the MZM the following assumptions are made: VπL = 15V.mm,
a length of 1.5mm to allow a BW close to 35GHz, and drivers with a
differential swing of 3 Vppd.

For the EAMs, the assumptions are based on the 80 µm long SiGe devices
from Chapters 3 and 4. With the same 3Vppd electrical drivers this leads
to a extinction ratio around 6 dB.
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PS-based IQM EAM-based IQM

Electrical input 2×4-level diff. 2×4-level diff.

SE swing per modulator 1.5 Vpp 1.5 Vpp

driver topology TML driver (25-30Ω) capacitance driver (< 20 fF)

BW 30-35GHz >67GHz

modulator length 1.5mm (Vπ = 10V) <0.1mm

modulation depth Vpp/Vπ = 0.15 ER = 6 dB

IL topology 3 dB 9 dB

IL limited modulation 12.6 dB 6.0 dB

Total theoretical IL 15.6 dB 15.0 dB

IL modulator (EAM/PS) 2 dB 6 dB

Total IL 17.6 dB 21.0 dB

λ operation O-band or C-band SiP: C-band, InP: O or C-band

Table 7.1: Comparison between a typical phase shifter IQ modulator and

a EAM IQ modulator based on the 80 µm GeSi EAMs from Chapter 3 and 4

In Fig. 7.16, the constellation from both variants are shown. Once
with the full modulation and once with limited, but much more realistic
modulation depths. Although the EAM-based IQ-modulator has a 6 dB
higher theoretical insertion loss to achieve the same constellation, we see
that a limited modulation depth is much more penalized on the PS-variant
than the EAM-variant. So much so even, that for the assumed modulation
depths (MZM: Vpp = 0.15Vπ , EAM: ER = 6 dB) the EAM-based variant
actually needs slightly less input power to obtain a constellation of equal
size. However, with an estimated insertion loss of only 2 dB for the PS, the
IQ-MZM ultimately has an optical power budget that is 3.4 dB higher.

Nevertheless, the EAM-based IQM is still much more compact and has
a BW well over 67GHz, more than enough BW to support 100Gbaud
operation. The MZM-variant on the other hand will need to be much
shorter to achieve a BW around 65GHz and, hence, will be dominated
by an even higher modulation depth penalty. Segmentation of the phase
shifters might be a solution to alleviate the BW-limitation, but typically
at an even higher electrical power consumption due the high number
of segments. Not the mention the much more involved IO between the
electrical and the optical domain.

This comparison shows how a coherent transmitter based on EAMs could



178 Chapter 7

be a very attractive alternative to the conventional and bulky MZM-based
implementation, especially when targeting baudrates beyond 50Gbaud.
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Figure 7.16: Comparison of IQ-MZM and IQ-EAM with full modulation

and with a 1.5 Vpp drive signal per modulator.

7.5 Coherent Receiver

Apart from providing an interesting alternative for a coherent transmitter,
EAM-based transmitters also have the distinct advantage that the modu-
lators can be easily set to full absorption and operated as photodiodes. A
property that was already exploited in Chapters 3, 4, and 5.

Besides a high responsivity (≥0.8 A/W), the GeSi EAM in particular
combines a high BW (>67GHz) with a flat frequency response. These
are especially attractive properties for use in linear receivers as we want
as little influence on the O/E conversion as possible. A flat frequency
response and good linearity are desirable to minimize the distortion
introduced on broadband and non-binary signals such as PAM-4, but these
properties are especially important in coherent links.

In these type of links successful reception depends on how well the
linear fiber distortions that impeded on the signal can be tracked and
compensated, therefore the optical field components have to be converted
to the electrical domain with as little non-linear distortion as possible.
This places high linearity requirements on coherent links even if the
transmitted symbols are not multileveled in amplitude (e.g. BPSK or
QPSK).
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In this section we will briefly discuss why a coherent receiver is needed
and how it functions, and how the four-arm vectormodulator can be easily
transformed into a single device coherent transceiver.

7.5.1 A conventional coherent Receiver

As a single photodiode acts as a pure power absorber, neglecting any
possible phase information, it is not suitable as a receiver in a coherent
link. To be able to convert all optical field components (phase and
amplitude of each polarization) linearly into the electrical domain, a
coherent receiver needs to be much more complex.

Figure 7.17: Single polarization coherent receiver with 90° degree optical

hybrid and balanced photodiodes. (S: received signal, LO: local

oscillator)

In a standard coherent receiver as shown in Fig.7.17, the light of an
incoming modulated signal is mixed with that of another laser, acting as
local oscillator (LO), in a 90° optical hybrid. Typically, only one laser is
present in a transceiver module and the LO is a tapped-off portion of the
transmit laser. The 90° hybrid is often implemented as a 2×4 multimode
interferometers or as a network of four 2×2 multi-mode interferometers.
This results in four mixing products (per polarization) each with a 90°
different phase relationship between the field of the signal (S) and the LO.
In general, the optical fields at the outputs of a 90° hybrid can be written
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as:

E1 =
1

2
(Es + ELO)

E2 =
1

2
(Es + jELO)

E3 =
1

2
(Es − ELO)

E4 =
1

2
(Es − jELO)

Each mixing product Ei is converted to the electrical domain by a
photodiode, yielding the following corresponding photocurrents:

i1 =
1

4
R(|Es|2 + |ELO|2 + 2|Es||ELO| cos (∆ωt+∆φ))

i2 =
1

4
R(|Es|2 + |ELO|2 + 2|Es||ELO| sin (∆ωt+∆φ))

i3 =
1

4
R(|Es|2 + |ELO|2 − 2|Es||ELO| cos (∆ωt+∆φ))

i4 =
1

4
R(|Es|2 + |ELO|2 − 2|Es||ELO| sin (∆ωt+∆φ))

where ∆ω = ωs − ωLO and ∆φ = φs − φLO are the frequency and
phase difference between the transmitted signal and the LO, and R the
responsivity of the photodetector. In a homodyne detection schemewhere
the frequency of the transmitter is equal to that of the LO, ∆ω is zero
and drops out. It is clear that the amplitude and the phase information
of the transmitted symbol is located in the cross product between the
transmitted signal and the LO. The first two terms correspond to their
respective intensities and are unwanted. As these intensities are identical
in all four photocurrents, they can be easily cancelled by subtraction the
photocurrents two-by-two. A particularly interesting way to do this is by
balancing the photodiodes, as shown in Fig.7.17.

In a balanced detector configuration, the anode and the cathode of the
two photodiodes receiving complementary signals (i.e {i1,i3} and {i2,i4})
are shorted. This current subtraction cancels all the common terms in the
mixing products, prevents high DC currents associated with the LO to
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enter the TIA, and doubles the sensitivity of the receiver:

∆iI = i1 − i3 = R|Es||ELO| cos (∆ωt+∆φ) (7.1)

∆iQ = i2 − i4 = R|Es||ELO| sin (∆ωt+∆φ) (7.2)

Writing Eq.7.5.1 in terms of powers rather than fields, it becomes clear that
next to a phase reference it can also provide a high sensitivity boost:

∆iI/Q ∝ R
√

PsPLO (7.3)

The amount of photocurrent corresponds to the geometric mean of the
signal power and the LO power, therefore the LO power acts as gain knob
on the sensitivity.

As two photodiode currents are merged into one differential current,
this configuration also only requires two transimpedance amplifiers per
polarization in stead of four, saving cost and power. Another big
advantage of the photocurrent subtraction in the balanced configuration,
is that the noise related to laser RIN drops out as it is equally present in
both photocurrents. On the other hand, balancing the photodiodes almost
doubles the capacitive load they present to the TIA, possibly impacting
the bandwidth of the optical receiver. This is, however, becoming less
and less of a concern as especially in SiPh technologies the capacitance
of high-speed PDs has dropped quite a bit over the last 10 years, with
state of the art PDs have a junction capacitance of 10-20 fF per PD [12].
Thus -even when doubled due to the balancing- the junction capacitance
only represents a minor contribution to the total input capacitance of the
transimpedance amplifier, which is typically dominated by the bondpad
and the ESD diodes capacitance of the TIA itself.

Fig. 7.18 shows a popular variant of the 90° hybrid using 2×2 MMIs (or
any other 2×2 splitter such as a directional coupler) rather than a single-
component hybrid such as a 2×4 MMI.The reason is that 2×2 couplers are
readily available standard components in any photonic semiconductor fab
PDK and as such well characterized, while the 2×4 MMIs typically require
custom designs.

In [13], we demonstrated the first silicon coherent receiver capable of
receiving 40Gbaud QPSK and 16-QAM using a 2×4 MMI and a balanced
PD configuration together with a linear 2-channel TIA, consuming only
155mW per channel (excluding the LO laser). Fig. 7.19 shows the
demonstrator that was used for these experiments as well as a micrograph
of the SiP coherent receiver wirebonded to the 2-channel TIAs.
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Figure 7.18: Example of a 90° degree optical hybrid implemented as

network of 3-dB couplers

Figure 7.19: Demonstrator for the 40Gbaud 16-QAM experiments with

micrograph of the EIC and PIC from [13].
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7.5.2 EAM-based Coherent Transceiver

Although an EAM-based transmitter can be paired with any conventional
coherent receiver as described in the previous section, the EAMs them-
selves could act as an in-situ replacement for the high-speed photodiodes
in SiP platforms. For example, in the case of imec’s SiP platform, both
devices exhibit very similar performance figures in terms of responsivity
and bandwidth. This action reduces the number of critical high-speed
active components to one, which would benefit the yield optimization
efforts on the optical transceiver. Moreover, upon close inspections,
it becomes clear that EAM-based coherent receiver shares most of its
architecture with a four-arm EAM-based coherent transmitter.

Comparing the intensity modulator based 16-QAM coherent transmitter
of Fig. 7.12a and a coherent receiver with a 90° hybrid based on 3-dB
couplers, almost all major building blocks are there. We only need to add
an additional 3-dB coupler and upgrade the input power splitters of the
child interferometers from 1×2 MMIs to 2×2 MMIs. As a consequence, a
fixed 90° will now be present by default between both outputs of the 2×2
MMI, which actually takes care of most of the required phase relations
in the transmitter for free. Hence, the phase shifters accompanying the
EAMs have become optional. Nevertheless, it is prudent to keep them
in as they allow to compensate any possible phase imbalances caused by
fabrication imperfections of the EAMs and/or the couplers. Fortunately,
an additional laser source is not necessarily needed to realize the local
oscillator. In many integrated coherent transceivers the laser from the
transmitter is reused by dividing its power between the modulator input
(transmitter) and the LO (receiver). In this design, the additional optical
port of the 2×2 MMI can now serve as input for the incident signal power
with (a part of) the Tx-laser acting as the local oscillator, resulting in the
device seen in Fig. 7.20a. When operating as a coherent receiver (Fig. c),
the thermal phase shifters in the tunable power splitter and in each EAM
branch are not used and can set to zero.

Unique to this EAM-based configuration is that it allows half-duplex
operation over a single fiber, rather than over two fibers (one for the up
link, one for the down link) as is the case in Ethernet based links within
and between data centers. Although this implies that there is a convenient
way to differentiate which analog electrical circuit is controlling the EAM:
the driver or the transimpedance amplifier, as both act on the same device.
For RF applications this role can be fulfilled by e.g. a circulator. As the
output power of the module laser can be fully used to act as the transmit
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(a) Single-device coherent transceiver

(b) In transmit mode

(c) In receive mode

Figure 7.20: Single-circuit coherent transceiver based on EAMs.
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carrier in transmit mode or as the LO in receive mode as it does not need
to sustain both operations simultaneously, the optical link budget can be
several dB higher (higher Tx output power and higher Rx LO power) than
that of a conventional coherent transceiver.

Another advantage of being able to reuse the same component for
the transmitter and the receiver, is that it greatly simplifies the yield
optimization of the optical part of the transceiver: not only does it require
a single active high-speed optical device but the transmitter and receiver
architecture itself is almost identical.

7.6 Conclusion

In this chapter, we have discussed alternative implementations of coherent
transmitters based on EAMs focusing on QPSK and 16-QAM modulators.
We described how these intensitymodulators can realize complexmodula-
tion formats when placed in interferometric topologies, resulting in much
more compact designs with lower swings and higher speeds than their
MZM based counterparts. This is especially true on silicon where the
high VπL of silicon phase shifters, compared to those of InP platforms,
lead to large designs and limited bandwidths. On the other hand, EAM-
basedmodulators have a smaller operational wavelength range (a 1 dB link
power penalty bandwidth of 30 nm was reported for similar GeSi EAMs in
[14]) which should suffice for CWDM implementations but makes them
less appealing for denseWDM application, especially when DWDMneeds
to covers more than one optical transmission bands. An IQ-modulator
based on EAMs was discussed, which has a 6 dB higher topological
insertion loss than the conventional version with phase shifters when
assuming full modulation with ideal modulators. However, with realistic
driver swings resulting in limiting modulation depths, the EAM-version
becomes more competitive and might even outperform the IQ-MZM in
terms of optical power budget as the IQ-MZM suffers from a higher
power penalty due to a significantly reduced modulation depth. Lastly,
capitalizing maximally on the excellent photodiode capabilities of the
EAMs, we have shown that these coherent transmitters can be converted
at virtually no additional cost to coherent receivers, realizing a single-
circuit coherent transceiver unique to this approach.

Nevertheless, for the foreseeable future, IQ-modulators based on travelling-
wave MZMs will remain the go-to topology for long-haul and ultra long-
haul coherent fiber links, as they tend to produce higher quality constel-
lations once the formats become much larger than QPSK or 16-QAM.
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The EAM-based devices, on the other hand, provide an attractive option
to make coherent transceivers the technology of next-generation 800G
(e.g. at 100Gbaud DP-16-QAM) intra and inter data center interconnects,
where cost and power consumption are the main drivers in a module’s
success operating.

Although several devices were designed and fabricated to demonstrate the
feasibility and advantages of EAM-based coherent transmitters, unfortu-
nately no time remained to characterize these devices and they will be
handed over to a new and eager generation of PhD students. Testimony
to the fact that this topic is an active and promising research domain, can
be found in the post-deadline paper by Nokia Bell Labs of ECOC 2019 and
follow-up journal paper[8] where 100Gbaud QPSK and 50Gbaud 16-QAM
modulation was demonstrated using the 4-arm differentially-driven GeSi
EAMs from Section 7.4.5.

On the receiver side, two experiments were carried out on a (single
polarization) integrated coherent receiver based on SiGe photodetectors,
a 2×4 MMI as 90° hybrid and a 2-channel linear TIA in 130 nm BiCMOS:
basic operation at 28Gbaud and 40Gbaud operation in collaboration with
Eindhoven university of Technology [13, 15]. At the time of publica-
tion, this silicon integrated coherent receiver demonstrated the highest
reported baudrate in combination with at a low power consumption of
1.9 pJ/bit (excluding the LO laser) at 40Gbaud 16-QAM.
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8
Conclusion & Outlook

8.1 Summary of the results

We began this book by taking a step back and looking at the bigger picture
to see which trends fuel the research activities in this specific research
area, more specifically the almost exponential growth of the internet
and the boom of the data center industry in the last ten years. As our
consumption and generation of data keep increasing, the need for faster,
cheaper and more efficient optical interconnects is at an all time high.

During this research, we have investigated and experimentally demon-
strated several ways to realize compact and low-power silicon photonics
transceivers, striving for topologies that can be driven with low swing
(<2Vpp) binary signals to ensure CMOS compatibility, by usingwaveguide-
integrated GeSi electro-absorption modulators on a 220nm SOI platform.

In Chapter 3 we demonstrated real-time 100Gb/s transmission using NRZ
and electrical duobinary on a single GeSi EAM in combination with a
BiCMOS transmitter and receiver chipset. This was the first reported
100Gb/s NRZ (and EDB) transmission in silicon photonics without any
need for digital signal processing. In another experiment, the same EAM
on a second die replaced the external IIIV-based photodiode as optical
receiver, resulting in the first single-lane silicon photonics based link at

191
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100Gbaud.

In the following chapter, a novel optical modulator topology is presented
that allows the optical generation of PAM-4 based on the vector sum of
two binary driven amplitude modulators in parallel. The role of the phase
difference and power split between bothmodulators and their effect on the
placement on the PAM-4 eye is discussed in more detail, as well as their
possible application into realizing predistorted PAM-4 eyes.

A demonstrator of this optical DAC was fabricated using GeSi EAMs,
which clearly outperformed a single multilevel driven modulator in terms
of eye quality irrespective of the symbol rate, thereby validating the
advantage of an optical DAC topology over an electrical topology in terms
of performance. These experiments resulted in the first 100Gb/s and
112Gb/s PAM-4 transmission on SiP without requiring any DSP, power-
hungry DACs or on-chip terminations.

Chapter 5 continued with the same modulator topology to showcase
the first real-time link experiments at 128Gb/s PAM-4 with a silicon
transmitter, as well as a full real-time silicon link where the receiver is a
strongly reversed biased EAM. We also showed that an optically induced
power difference between the LSb and MSB leads to a higher OMA than
a electrically induced difference, while an electrically induced difference
can be used to save power as one of the drivers operates at a significant
lower swing.

Next, we turned our attention towards next-generation of optical intercon-
nects in Chapter 6. Here, we demonstrated how an optical serializer could
be used to leverage the current or even previous generation modulators
to achieve beyond 100Gbaud lane rates for both NRZ and PAM-4, and
how this -in combination with a pulsed light source such as mode lock
lasers- could be used to realize next-generation transceivers operating at
0.8 Tb/s or more. With this experiment we showed the highest reported
IMDD transmission rate on silicon without DSP at 208 Gb/s PAM-4 with
an integrated 4:1 optical serializer, requiring only quarter-rate (26Gbaud)
electronics and photonics.

And finally, in Chapter 7, another path towards the future of optical
transceivers is explored, where we investigated how the design consid-
erations set forth in the previous chapters can be used to realize compact
and low-power coherent transceivers using EAMs. Or in other words, how
to mimic phase modulation without using phase modulators, either with
binary or with multilevel driving signals.
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8.2 Alternative PAM-4 ODACs using EAMs

Double-Sided EML

Performing the DAC operation to generate PAM-4 in the optical domain
has had several advantages as shown throughout Chapters 4 and 5. And
although SiPh might be more suited towards low-cost implementations,
the designs proposed in this book are platform agnostic and could be
translated easily to IIIV-based platforms such as InP. One particularly
interesting use-case could be found in a double-sided EML.

Figure 8.1: A two-side EML or a EAM-DFB-EAM structure where each

of the tapers coupling light from the laser gain medium to the waveguide

can act as an independent EAM. Combining both waveguides with a 2×2-

MMI results in a 90° fixed phase difference between LSB and MSB. As

long as the there is a 3 dB difference in OMA between the LSB and MSB,

the PAM-4 signal will be perfectly equidistant as described in Chapter 4.

The other output provides the complementary signal (where the MSB

is in quadrature rather than the LSB) and can be used as a monitoring

port. For an optically introduced LSB-MSB power split a DFB with an

asymmetrically placed quarter wave shift could be used, resulting in a

different output power from each side of the EML.

The optically generated PAM-4 topology introduced in Chapter 4 would
be a perfect fit for a two-sided EML, i.e. a EML with electro-absorption
section at both sides of the laser as for example shown in [1, 2]. In [3],
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we demonstrated such a IIIV-on-Si two-sided EML where the EAMs and
the output power at both sides are almost identical, and where we could
generate 50Gb/s NRZ signals and 100Gb/s duobinary signals from each
EAM. Reducing the optical swing from one EAM to half that of the other
and combining both waveguides with a 90° phase difference (e.g. standard
in a 2×2-coupler), would results in a linear PAM-4 signal. A schematic of
such a PAM4-EML is shown in Fig.8.1.

Dual-polarization ODAC

In all previous examples of the PAM-4 ODAC, care had to be taken when
interferometrically combining the LSB and MSB signals. As we explained
in Chapter 4, it is impossible to produce an equidistant PAM-4 signal
without introducing a 90° phase difference between both branches.

Because, when both modulators are in the “1”-state, the sum of the LSB
and the MSB signals would result in a mixing product, after reception with
a square-law photodetector, which will always lead to a too high power
level:

iph = R|E(t)|2

= R|EMSB + ELSB|2

= R(PMSB + PLSB + 2
√

PLSBPMSB)

To remedy this unbalance, a 90° phase difference is introduced in the LSB
or the MSB branch (here, in the LSB):

iph = R|EMSB + ejπ/2ELSB|2

= R|EMSB + jELSB|2

= R(PMSB + PLSB)

This will cause the mixing product to drop out of the equation, resulting
in equidistant power levels irrespective of the extinction ratio, insertion
loss, or transfer function of the modulators as long as they are sufficiently
similar. Unfortunately, interferometrically combining two signals in
quadrature comes at an insertion loss of 3 dB, because we actively avoided
full constructive interference in the optical power combiner by adding the
90° phase shift.

Yet, one can circumvent this power penalty due to the interferometric
recombination and the square-law behavior of the photodetector by
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avoiding the interferometric recombination all together. This can be done
by placing the LSB and the MSB optical signals on another polarization,
e.g. the MSB on the TE polarization and the MSB on the TM polarization,
as is shown in Fig. 8.2. When captured by a (polarization insensitive)
photodetector, both polarizations will independently be converted to
current without introducing a mixing product:

iph = R|ETE |2 +R|ETM |2

= R(PMSB + PLSB)

Typically, the waveguides and optical components are optimized for
TE polarization on chip, so the polarization rotation and combination
ideally needs to happen right before the light is launched into the fiber.
On a silicon platform all three functionalities can even be achieved
simultaneously with a dual-polarization or 2D-grating coupler [4].

A similar approach was taken in [1] using a double-sided InP-based
EML, but the polarization handling (rotation and combination) had to
be performed off-chip as it is not readily available on InP platforms.
Therefore, the previously discussed ODAC might have been a better fit.
Alternatively, a IIIV-on-Si double-side EML would allow both variants,
interferometric or polarization diverse, to be explored as the polarization
handling could be performed in the underlying silicon platform.

To receive both polarization on a PIC-based photodetector one can use
a polarization-independent edge coupler and a regular photodetector
(Fig. 8.3a), or a dual-polarization grating coupler and feed both outputs
to each end of the photodiode (Fig. 8.3b). A power combiner can not
be used as this would introduce the interferometric dependence that we
are trying to avoid. The first option has the additional advantage that -
although it uses both polarization- the reception never depends on the
specific polarization state but only on the fact the both polarizations are
orthogonal to each other. For the latter option, the polarizations have the
be aligned with expected states of the dual-polarization grating coupler.
This can be done by using polarization maintaining fiber, however these
fibers are considerably more costly than regular SMF and much more
complex to in terms of optical alignment. Of course, if the photodetector
does not need to come from the same PIC as the transmitter many other
other options exist as long as the trajectory from the fiber output to the
photodetector is not polarization sensitive. For example, top or bottom
illuminated PDs, as commonly used in IIIV-based optical transceivers, are
polarization insensitive and therefore can be paired directly with this type
of transmitter [5].
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Figure 8.2: PAM-4 ODAC alternative where the LSB and MSB are carried

by different polarization states. Polarization combining as well as rotation

of the TE mode to TM is achieved by a 2D grating coupler.

(a) Receiver with polarization independent edge coupler

(b) Receiver with polarization dependent 2D-grating coupler

Figure 8.3: Two examples of integrated optical receivers topologies for

receiving a dual-polarization PAM-4 signal.
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8.3 DCIs: what comes next?

This is the million dollar question. As more and more suppliers of
pluggablemodules are finalizing their product for 200G/400GEthernet, the
industry starts to look towards what will become the next-generation data
center interconnect. Many questions are still to be answered. Will there
still be a place for pluggable modules? Or will on-board optics finally take
off? What will be the throughput of this new generation interconnects:
0.8 Tb/s or 1.6 Tb/s? Either way these will most-likely require 200G optical
lane rates. Will it possible to increase the modulation order further (e.g.
80Gbaud PAM-6 or 70Gbaud PAM-8) or will the optics and electronics be
able to support 100Gbaud PAM-4?

Currently, the latest state-of-the-art electronics have demonstrated that
it is feasible to generate 100Gbaud PAM-4 with a relatively low power
consumption (700mW) by linearly interleaving PAM-4 streams[6], similar
to the optical serializer in Chapter 6. Receiving this signal optically is
feasible with the current generation of photodiodes, as both InP and SiPh
have demonstrated detectors with bandwidths above 67GHz capable of
handling baudrates of 100Gbaud and more [7, 8]. We also demonstrated
for the first time that a silicon-based EAM on a commercial platform
could be more than suitable for this task with high bandwidths and good
responsivity [9, 10].

Things becomes less obviouswhen looking at the typical bottlenecks in the
optical modules today: the TIA, the CDR, and the modulator. Although
the latest state-of-the-art TIAs have demonstrated 90Gbaud capabilities
at decent power levels for NRZ [11], 100Gbaud PAM-4 will prove a
challenging hurdle to take in the coming years.

Most 50Gbaud optical modules today use either EMLs or SiPh MZMs as
modulator. However, it seems unlikely that these MZMs will be able to
double in bandwidth from approximately 35GHz to 70GHz by optimizing
the current SiPh devices without significant help from analog or digital
signal processing which will drastically affect the power consumption and
cost, or without greatly reducing the optical power budget.

The topology introduced in Chapter 4 could provide a interesting alterna-
tive for these modulators, combining a compact, low-cost and low-power
alternative. In [12], for example, we recently demonstrated 100Gb/s PAM-
4 transmission with this topology in combination with a dedicated 55 nm
BiCMOS driver IC [13] at record-low powers of 1.5 pJ/bit (excluding the
laser).



198 Chapter 8

Even for the shortest data center links, disruptive changes might lay ahead
in the not so distant future. As the data rates go up and more and more
SiP based devices find their way to the data center market, single-mode
optics will start to nibble at the dominance of the short (<50-100m) MMF
VCSEL-based links. These reaches will likely shrink even further as the
increasing baudrates lead to much higher modal and chromatic distortion.

For now, SiP transceivers aremore costly due to the relatively low volumes
with respect to VCSELs-based transceivers and the need for a much more
accurate (and thus more expensive) fiber alignment. Nevertheless, SiP
transceivers could drop significantly in price with volume production,
which is much less the case for competing platforms. Traditionally,
VCSELs have proven unbeatable in terms of cost and have dominated the
intra-rack interconnections. So it will be interesting to see if the VCSEL
bandwidths can be engineered to sustain data rates at 53Gbaud or higher
without losing their cost benefit.

But perhaps the biggest question of all: will coherent optics get a foot on
the ground inside the data center for the next-generation DCIs? Currently
many module vendors are facing this issue: do we want the be early
adopters and have the shortest time-to-market, but risk backing a solution
that will not align with the future standard and thus possible fall out of
favor? Or do we wait on the standardization efforts and risk losing a large
part of the market due to a late entry?

In hindsight, the already difficult transition from the familiar and robust
NRZ to PAM-4, will probably feel like a walk in the park in comparison
with the transition from IMDD to coherent optics. Therefore, data center
operators will most likely be hesitant to adopt coherent transceivers until
they really need to. But if this work has taught me anything, it is this: it
is best to tackle big tasks sooner rather than later.
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