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Samenvatting

Epilepsie is een neurologische aandoening die gekenmerkt wordt door

herhaaldelijke epileptische aanvallen. Het is één van de meest voor-

komende neurologische aandoeningen en treft wereldwijd meer dan 50

miljoen mensen. De meest voorkomende soort epilepsie is temporaal-

kwabepilepsie (temporal lobe epilepsy, TLE). TLE wordt vaak veroor-

zaakt door een initieel precipiterend letsel, zoals status epilepticus, een

beroerte, hersentrauma, een hersentumor, of een infectie van het cen-

trale zenuwstelsel. Momenteel is het nog niet mogelijk om te voorspellen

welke patiënten epilepsie zullen ontwikkelen na een dergelijk letsel en

welke patiënten niet, voornamelijk omdat er weinig gekend is over hoe

normale hersenen omgevormd worden tot epileptische hersenen, een pro-

ces dat epileptogenese genoemd wordt. Daarom is het belangrijk om

meer inzicht te krijgen in de basismechanismes van epileptogenese, wat

zou kunnen helpen om biomerkers te vinden voor de prognose van de

ziekte. Hoewel TLE een focale soort epilepsie is, waarbij aanvallen ont-

staan in structuren van de temporale kwab, is er meer en meer bewijs dat

laat vermoeden dat afwijkende epileptogene netwerken een rol spelen in

deze aandoening. Deze netwerken omvatten niet enkel hersenregio’s die

behoren tot de temporale kwab, maar ook extratemporale regio’s, zoals

subcorticale regio’s en de neocortex. Hersennetwerken zijn een combina-

tie van structurele en functionele netwerken. Daarbij kunnen structurele

netwerken gezien worden als de ‘hardware’ van de hersenen en functio-

nele netwerken als de ‘software’ die de hardware gebruikt om specifieke

taken uit te voeren. In TLE zijn afwijkingen in zowel structurele als

functionele netwerkconnectiviteit vastgesteld.

v
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De doelstelling van dit proefschrift was meer inzicht te krijgen in de

mechanismes van epileptogenese, met als uiteindelijk doel het vinden

van een biomerker om te voorspellen welke patiënten epilepsie zullen

ontwikkelen na een initieel precipiterend letsel. Daartoe werden veran-

deringen in structurele en functionele netwerkconnectiviteit tijdens epi-

leptogenese onderzocht in een rattenmodel van TLE met behulp van

geavanceerde magnetische resonantie beeldvorming (magnetic resonance

imaging, MRI).

Structurele netwerkconnectiviteit kan onderzocht worden met diffusie-

gewogen MRI (diffusion-weighted MRI, dMRI). Deze beeldvormingstech-

niek detecteert de diffusie van water, op basis waarvan de microstructuur

en structurele integriteit van de hersenen in kaart gebracht kunnen wor-

den. Het meest eenvoudige en meest gebruikte model voor diffusie is

het diffusie-tensor-model. Dat model is echter niet specifiek voor micro-

structuur en is niet nauwkeurig wanneer complexe wittestofconfiguraties

voorkomen. Een meer geavanceerd model dat deze beperkingen kan over-

winnen is multischil-multiweefsel-beperkte-sferische-deconvolutie (multi-

shell multi-tissue constrained spherical deconvolution, MSMT-CSD). Op

basis van dat model kan een nauwkeurigere schatting van de wittestof-

structuren in de hersenen (tractografie) bekomen worden. Daarnaast

kan met behulp van fixel-gebaseerde analyse (fixel-based analysis, FBA)

informatie over specifieke populaties van wittestofstructuren verkregen

worden uit dit model, en kan de structurele integriteit van deze popu-

laties onderzocht worden. De topologie van hersennetwerken kan geë-

valueerd worden aan de hand van de grafentheorie. In de grafentheorie

worden de hersenen weergegeven als een netwerk dat bestaat uit knopen

(nodes), meestal hersenregio’s, en takken (edges) die de relatie tussen de

knopen voorstellen. Verschillende grafentheoretische parameters kunnen

berekend worden om het netwerk te beschrijven en te kwantificeren.

In Hoofdstuk 5 werden de structurele netwerktopologie en intregriteit

van witte stof onderzocht met behulp van longitudinale dMRI, tractogra-

fie en FBA op basis van het MSMT-CSD model in het intraperitoneaal

kainaat (intraperitoneal kainic acid, IPKA) rattenmodel van TLE. Deze

studie had twee doelstellingen: 1) onderzoeken hoe het structurele her-
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sennetwerk verandert tijdens epileptogenese in het IPKA rattenmodel

en welke hersenregio’s het meest aangetast zijn en 2) nagaan of de ver-

anderingen in netwerktopologie gerelateerd zijn aan veranderingen in de

integriteit van wittestofbanen, beoordeeld aan de hand van FBA. De

resultaten toonden aan dat globale graad, een maat voor structurele

connectiviteit, en lokale efficiëntie, een maat voor segregatie of lokale

interconnectiviteit, daalden tijdens epileptogenese in de IPKA groep.

Daarnaast was er een daling in globale efficiëntie en een stijging in ka-

rakteristieke padlengte, wat wees op een daling in integratie of globale

communicatie-efficiëntie. De lokale graad daalde in verschillende hersen-

regio’s die deel uitmaakten van het limbische systeem en het defaultnet-

werk (default-mode network, DMN), vooral tijdens de vroege fase van

epileptogenese. De analyse van de integriteit van witte stof aan de hand

van FBA toonde aan dat de vezeldichtheid (fiber density, FD) en bundel-

dichtheid en -doorsnede (fiber-density-and-cross-section, FDC) daalden

tijdens vroege en late epileptogenese in verschillende wittestofbanen, zo-

als de commissura anterior, het corpus callosum, het cingulum, de cap-

sula interna en de fimbria, wat wijst op een daling in intra-axonale volu-

mefractie. Dat sluit aan bij de neuropathologische veranderingen, zoals

neurodegeneratie en gliose, die zich voordoen na status epilepticus in het

IPKA model. Daarnaast constateerden we ook dat globale graad, globale

efficiëntie en lokale efficiëntie in het structurele netwerk positief gecorre-

leerd waren met FDC en de bundeldoorsnede (fiber-bundle cross-section,

FC) in IPKA dieren. Dat wijst erop dat de daling in graad, integratie en

segregatie tijdens epileptogenese waarschijnlijk gelinkt is aan een daling

in axonale dichtheid of een daling in de integriteit van de belangrijkste

wittestofbanen in de hersenen van de rat.

Veranderingen in de integriteit van witte stof kunnen ook een invloed

hebben op de functionele netwerkconnectiviteit in de hersenen. Func-

tionele hersennetwerken kunnen geïdentificeerd en onderzocht worden

met behulp van functionele MRI in rusttoestand (resting state functi-

onal MRI, rsfMRI), een beeldvormingstechniek die het mogelijk maakt

om de activiteit in de volledige hersenen te visualiseren. In Hoofd-

stuk 6 werden veranderingen in de functionele netwerktopologie in een
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rattenmodel van TLE geëvalueerd met behulp van longitudinale rsfMRI

en grafentheorie-analyse. Daarnaast werd het potentieel onderzocht van

functionele netwerktopologie om het optreden van aanvallen na een letsel

te voorspellen. Het doel van deze studie was drieledig: 1) karakteriseren

hoe de functionele organisatie van het rattenbrein verandert na status

epilepticus (SE) en tijdens de ontwikkeling van TLE; 2) identificeren

welke hersengebieden de hoogste mate van connectiviteitsveranderingen

hebben; 3) evalueren of connectiviteitsveranderingen geassocieerd zijn

met het optreden van spontane aanvallen. Een analyse van het func-

tionele hersennetwerk toonde aan dat de clusteringscoëfficiënt en lokale

efficiëntie afnamen tijdens epileptogenese, wat wijst op een afname in se-

gregatie of lokale interconnectiviteit. De karakteristieke padlengte nam

toe en de globale efficiëntie nam af, wat wijst op een afname in inte-

gratie of globale communicatie-efficiëntie. De nodale graad nam af in

de meest verbonden hersengebieden in het baselinenetwerk, wat wijst op

een verlies in connectiviteitssterkte. De meeste van deze regio’s maak-

ten deel uit van het DMN van de rat. De functionele connectiviteit,

segregatie en integratie namen het meest significant af tussen 1 en 3 we-

ken na SE. Na dit tijdstip bleef de netwerktopologie ongewijzigd. De

hersenregio die het meest ingrijpend veranderde in zijn functionele con-

nectiviteit tijdens epileptogenese was de retrospleniale cortex, één van de

belangrijkste knopen van het DMN van de rat. Daarnaast zagen we dat

de frequentie van aanvallen in de chronische epilepsiefase gecorreleerd

was met de functionele connectiviteit, integratie en segregatie 1 week

na SE en met de functionele integratie en segregatie 16 weken na SE.

Bovendien was de frequentie van aanvallen positief gecorreleerd met de

graad van verschillende hersenregio’s, bepaald 1 week na SE. Tot deze

regio’s behoren de hippocampus en thalamus, twee regio’s die zwaar ge-

troffen zijn door neurodegeneratie en gliose na SE. Bijgevolg kunnen we

stellen dat hoe meer functioneel gedeconnecteerd deze hersenregio’s zijn

na KA-geïnduceerde SE, hoe minder waarschijnlijk het is dat aanvallen

optreden in de chronische epilepsiefase. Die associaties tussen aanvalsfre-

quentie en functionele connectiviteitsparameters wijzen allemaal op een

nogal onverwachte bevinding, namelijk dat hoe meer het hersennetwerk

aangetast wordt door KA-geïnduceerde SE, hoe kleiner de kans is dat
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spontane epileptische aanvallen worden gegenereerd. Het blijkt dus dat

het hersennetwerk een minimale mate van organisatie moet behouden

om het ontstaan van aanvallen mogelijk te maken. Dat komt overeen

met de krachtige therapeutische effecten van resectieve/deconnecterende

chirurgie als behandeling voor epilepsie. De correlatie tussen de net-

werkparameters en de aanvalsfrequentie 1 week na SE is erg interessant,

omdat we op dat tijdstip nooit spontane epileptische aanvallen hebben

geregistreerd in het IPKA-model voor TLE. Dat geeft aan dat netwerkre-

organisatie bij een initieel precipiterend letsel een voorspellende waarde

zou kunnen hebben en mogelijk een biomerker zou kunnen zijn voor de

ontwikkeling en progressie van epilepsie.

In de meeste rsfMRI-studies wordt aangenomen dat functionele connec-

tiviteit constant is tijdens de scansessie. In werkelijkheid varieert het

echter op een veel kortere tijdschaal. Om deze snelle veranderingen in

kaart te brengen, kan dynamische functionele connectiviteitsanalyse wor-

den gebruikt. In Hoofdstuk 7 werden dynamische veranderingen in

functionele netwerktopologie tijdens de ontwikkeling van epilepsie on-

derzocht met behulp van rsfMRI data verkregen in het IPKA ratten-

model van TLE. Het doel van deze studie was tweeledig: 1) karakteri-

seren hoe de dynamische functionele connectiviteit en netwerktopologie

van de hersenen van ratten veranderen na SE en tijdens de ontwikke-

ling van TLE, en 2) evalueren of deze veranderingen geassocieerd zijn

met het optreden van spontane aanvallen. Met behulp van een dynami-

sche functionele connectiviteitsanalyse konden zes terugkerende staten

van functionele connectiviteit worden onderscheiden in IPKA- en con-

troledieren. De verblijftijd (d.w.z. hoe vaak een staat voorkomt) in de

staten met de hoogste gemiddelde functionele connectiviteit was lager

in de IPKA-groep dan in de controlegroep, terwijl de verblijftijd hoger

was in de staten met de laagste gemiddelde functionele connectiviteit.

In staten met een hogere gemiddelde functionele connectiviteit waren

de clusteringscoëfficiënt en lokale efficiëntie ook hoger, wat wijst op een

hoge segregatie of lokale interconnectiviteit. In deze staten was de karak-

teristieke padlengte lager en de lokale efficiëntie hoger, wat wijst op een

hoge integratie of globale communicatie-efficiëntie. Op dezelfde manier
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waren segregatie en integratie lager in staten met een lagere gemiddelde

functionele connectiviteit. Het opdelen van in de tijd variërende globale

grafentheoretische netwerkparameters in staten van functionele netwerk-

topologie leidde tot vergelijkbare resultaten. De verblijftijd was lager

in staten met een hogere functionele connectiviteit, segregatie en inte-

gratie in de IPKA-dieren. Het is interessant dat de aanvalsfrequentie

positief gecorreleerd was met de verblijfstijd in staten met een hoge ge-

middelde functionele connectiviteit en hoge segregatie en integratie, en

negatief met de verblijftijd in staten met een lage gemiddelde functi-

onele connectiviteit en lage segregatie en integratie, 1 en 16 weken na

SE. Onze bevindingen geven dus aan dat dieren waarvan het functionele

hersennetwerk zich vaker bevindt in een staat met een hoge functionele

connectiviteit, segregatie en integratie, meer chronische aanvallen heb-

ben. Aangezien functionele connectiviteit meer beperkt is tot de staten

met de laagste functionele connectiviteit, integratie en segregatie bij die-

ren met minder aanvallen, is het denkbaar dat tijdelijke verhogingen in

functionele connectiviteit nodig zijn om aanvallen te genereren.

Samengevat was het doel van dit proefschrift om meer inzicht te krijgen in

de mechanismen van epileptogenese, met als uiteindelijk doel het vinden

van een biomerker om te voorspellen welke patiënten epilepsie zullen ont-

wikkelen na een initieel precipiterend letsel. Daartoe werden veranderin-

gen in structurele en functionele hersennetwerken tijdens epileptogenese

onderzocht in een rattenmodel van TLE met behulp van geavanceerde

MRI. Longitudinale diffusie-gewogen en functionele MRI in rusttoestand,

in combinatie met grafentheorie, onthulden dynamische veranderingen

in structurele en functionele netwerktopologie tijdens epileptogenese in

een rattenmodel van TLE. Meer specifiek namen structurele en func-

tionele connectiviteit, integratie en segregatie af tijdens epileptogenese.

Die veranderingen waren niet beperkt tot de epileptogene focus, maar

waren wijdverspreid en troffen voornamelijk regio’s van het limbische

systeem en het defaultnetwerk. Structurele en functionele netwerktopo-

logie veranderden het meest tijdens de vroege fase van epileptogenese, en

de veranderingen waren gerelateerd aan een verminderde intra-axonale

waterfractie in wittestofbanen. Dat geeft aan dat die elementen mogelijk
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verband houden met neurodegeneratie en gliose, die gekende histopatho-

logische kenmerken van vroege epileptogenese zijn. Veranderde functi-

onele connectiviteit, integratie en segregatie tijdens de latente fase van

epileptogenese waren gerelateerd aan de frequentie van chronische aan-

vallen. Dat duidt op het potentieel van functionele netwerktopologie als

biomerker voor ziekteprognose na een initieel precipiterend letsel. Verder

onderzoek is nodig om deze veelbelovende bevindingen te valideren.
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Summary

Epilepsy is a neurological disorder characterized by recurrent epileptic

seizures. It is one of the most common neurological disorders, affect-

ing more than 50 million people worldwide. The most common type of

epilepsy is temporal lobe epilepsy (TLE). TLE is often caused by an ini-

tial precipitating injury, such as status epilepticus, stroke, head trauma,

a brain tumor, or a central nervous system infection. However, not all

patients who suffer such an injury, develop epilepsy. As of yet, it is not

possible to predict which patients will develop epilepsy after an injury

and which patients will not, mainly because little is known about how

a normal brain is transformed into an epileptic brain, a process called

epileptogenesis. Therefore, it is important to gain more insight into the

basic mechanisms of epileptogenesis, which could help to find biomarkers

for disease prognosis. While TLE is a focal epilepsy type, with seizures

originating in temporal structures, increasing evidence suggests that ab-

normal epileptogenic networks are involved in this disorder. These net-

works not only consist of brain regions in the temporal lobe, but also

of extratemporal regions, such as subcortical areas and the neocortex.

Brain networks are a combination of structural and functional networks.

Structural networks can be considered the ‘hardware’ of the brain, and

functional networks the ‘software’, that uses the hardware to execute

specific tasks. Abnormalities in both structural and functional network

connectivity have been reported in TLE.

This dissertation aimed to gain more insight into the mechanisms of

epileptogenesis, with the ultimate goal of finding a biomarker to pre-

dict which patients will develop epilepsy after an initial precipitating

injury. To this end, alterations in structural and functional brain net-

xiii
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works during epileptogenesis were investigated in a rat model of TLE

using advanced magnetic resonance imaging (MRI).

Structural network connectivity can be assessed using diffusion-weighted

MRI (dMRI). This imaging technique detects the diffusion of water,

based on which the microstructure and structural integrity of the brain

can be mapped. The most basic and most commonly used model of dif-

fusion is the diffusion tensor model. However, this model is not specific

to microstructure and is not accurate in the presence of complex white

matter configurations. A more advanced model that can overcome these

limitations is multi-shell multi-tissue constrained spherical deconvolu-

tion (MSMT-CSD). Based on this model, a more accurate estimation of

white matter structures in the brain (tractography) can be obtained. In

addition, information about specific white matter fiber populations can

be derived from this model using fixel-based analysis (FBA), and the

structural integrity of these populations can be assessed. The topology

of brain networks can be assessed using graph theory. In graph theory,

the brain is represented as a network consisting of nodes, usually brain

regions, and edges that show the relationship between the nodes. Several

graph theoretical measures can be calculated to describe and quantify

the network. In Chapter 5, structural network topology and white

matter integrity were investigated using longitudinal multi-shell dMRI,

tractography and FBA based on the MSMT-CSD model in the intraperi-

toneal kainic acid (IPKA) rat model of TLE. The objectives of the study

were twofold: 1) to investigate how the structural brain network changes

during epileptogenesis in the IPKA rat model, and which brain areas

are most affected and 2) to determine whether the changes in network

topology are related to changes in the integrity of white matter tracts as-

sessed using fixel-based analysis. We found that global degree, a measure

of structural connectivity, and local efficiency, a measure of segregation

or local interconnectivity, decreased in the IPKA group during epilepto-

genesis. In addition, global efficiency decreased and characteristic path

length increased, which pointed to a decrease in integration or overall

communication efficiency. Nodal degree decreased in several regions of

the limbic system and the default-mode network (DMN), mainly dur-
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ing early epileptogenesis. The analysis of white matter integrity using

FBA revealed that fiber density (FD) and fiber-density-and-cross-section

(FDC) were decreased during early and late epileptogenesis in the IPKA

group in several white matter tracts, including anterior commissure, cor-

pus callosum, cingulum, internal capsule and fimbria, which indicates

that there is a decrease in intra-axonal volume fraction. This is in line

with the neuropathological changes, such as neurodegeneration and glio-

sis, which are known to occur after status epilepticus in the IPKA model.

Moreover, we also found that global degree, as well as global and local

efficiency in the structural brain network were positively correlated with

FDC and fiber-bundle cross-section (FC) in IPKA animals. This fur-

ther indicates that decreased degree, integration and segregation during

epileptogenesis are likely related to decreased axonal density or decreased

white matter integrity in the main white matter tracts in the rat brain.

Changes in white matter integrity can also affect functional brain con-

nectivity. Functional brain networks can be identified and investigated

using resting state functional MRI (rsfMRI), an imaging technique that

allows a visualisation of whole-brain activity. In Chapter 6, changes in

functional network topology in a rat model of TLE were evaluated using

longitudinal rsfMRI and graph theory analysis. In addition, the poten-

tial of functional network topology to predict seizure occurrence after an

injury was investigated. The aim of this study was threefold: 1) to char-

acterize how the functional organization of the rat brain changes after

status epilepticus (SE) and during the development of TLE; 2) to identify

brain regions with the highest degree of connectivity changes; 3) to eval-

uate whether connectivity changes are associated with the occurrence of

spontaneous seizures. Analysis of the functional brain network revealed

that clustering coefficient and local efficiency decreased during epilep-

togenesis, indicating a decrease in segregation or local interconnectiv-

ity. Characteristic path length increased and global efficiency decreased,

indicating a decrease in integration or overall communication efficiency.

Nodal degree decreased in the most highly connected brain regions in the

baseline network, indicating a loss in connection strength. Most of these

regions were part of the rat DMN. Functional connectivity, segregation
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and integration decreased most significantly between 1 and 3 weeks post-

SE. Beyond this time point, the network topology remained unchanged.

The brain region which changed most profoundly in functional connec-

tivity during epileptogenesis was the retrosplenial cortex, one of the most

important nodes of the rat DMN. We also found that seizure frequency

in the chronic epilepsy phase was correlated with functional connectivity,

integration and segregation 1 week post-SE and with functional integra-

tion and segregation 16 weeks post-SE. In addition, seizure frequency was

positively correlated with the degree of several brain regions, determined

1 week after SE. These regions included the hippocampus and thalamus,

two regions heavily affected by neurodegeneration and gliosis in response

to SE. In other words, the more functionally disconnected these brain

regions are upon KA-induced SE, the less likely it is for seizures to occur

in the chronic phase. These associations between seizure frequency and

functional connectivity measures all point out a quite unexpected find-

ing, namely that the more profoundly the brain network is affected by the

KA-induced SE, the less likely it is that spontaneous epileptic seizures

are generated. Thus it appears that the brain network needs to keep a

minimal degree of organization to enable the emergence of seizures. This

is in line with the potent therapeutic effects of resective/disconnective

surgery as a treatment for epilepsy. The correlation between network

measures and seizure frequency 1 week after SE is very interesting, since

no spontaneous epileptic seizures were recorded at that time point in the

IPKA model for TLE. This indicates that network reorganisation upon

an initial precipitating injury might have a predictive value and could

potentially be used as a biomarker for the development and progression

of epilepsy.

In most rsfMRI studies, functional connectivity is assumed to be station-

ary during the scanning session. However, in reality, it varies on a much

shorter time scale. To capture these fast changes, dynamic functional

connectivity analysis can be used. In Chapter 7, dynamic changes in

functional network topology during the development of epilepsy were in-

vestigated using rsfMRI data acquired in the IPKA rat model of TLE.

The aim of this study was twofold: 1) to characterize how dynamic func-
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tional connectivity and network topology of the rat brain change after

SE and during the development of TLE, and 2) to evaluate whether these

changes are associated with the occurrence of spontaneous seizures. Us-

ing dynamic functional connectivity analysis, six recurring states of func-

tional connectivity could be distinguished in IPKA and control animals.

Dwell time (i.e., how often a state occurs) in the states with the highest

mean functional connectivity was lower in the IPKA group compared to

the control group, while dwell time was higher in the states with the

lowest mean functional connectivity. In states with a higher mean func-

tional connectivity, clustering coefficient and local efficiency were higher

as well, indicating a high segregation or local interconnectivity. In these

states, characteristic path length was lower and local efficiency higher,

indicating a high integration or overall communication efficiency. Simi-

larly, segregation and integration were lower in states with a lower mean

functional connectivity. The decomposition of time-varying global graph

theoretical network metrics into states of functional network topology

led to similar results. Dwell time was lower in states with a higher func-

tional connectivity, segregation and integration in the IPKA animals.

Interestingly, seizure frequency was positively correlated with dwell time

in states with a high mean functional connectivity and high segrega-

tion and integration, and negatively with dwell time in states with a

low mean functional connectivity and low segregation and integration, 1

and 16 weeks post-SE. As such, our findings indicate that animals that

dwell in states with high functional connectivity, segregation and inte-

gration have more chronic seizures. Since functional connectivity is more

restricted to the states with the lowest functional connectivity, integra-

tion, and segregation in animals that have fewer seizures, it is conceivable

that temporary increases in functional connectivity might be necessary

for seizures to be generated.

To conclude, the aim of this dissertation was to gain more insight into

the mechanisms of epileptogenesis, with the ultimate goal of finding a

biomarker to predict which patients will develop epilepsy after an initial

precipitating injury. To this end, alterations in structural and functional

brain networks during epileptogenesis were investigated in a rat model
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of TLE using advanced MRI. Longitudinal diffusion-weighted and rest-

ing state functional MRI, in combination with graph theory, revealed

dynamic changes in structural and functional network topology during

epileptogenesis in a rat model of TLE. More specifically, structural and

functional connectivity, integration, and segregation decreased during

epileptogenesis. These changes were not limited to the epileptogenic

focus, but were widespread, and mainly affected regions of the lim-

bic system and the default-mode network. Structural and functional

network topology changed most during early epileptogenesis, and the

changes were related to reduced intra-axonal water fraction in white

matter tracts. This indicates that these changes may be related to neu-

rodegeneration and gliosis, which are known histopathological features of

early epileptogenesis. Altered functional connectivity, integration, and

segregation during the latent phase of epileptogenesis were related to

chronic seizure frequency. This hints at the potential of functional net-

work topology as a biomarker for disease prognosis after an initial pre-

cipitating injury. Further research is required to validate these promising

findings.
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1 | Introduction

1.1 Context

Epilepsy is a neurological disorder characterized by recurrent epileptic

seizures [1]. It is one of the most common neurological disorders, affect-

ing more than 50 million people worldwide [2]. The most common type

of epilepsy is temporal lobe epilepsy (TLE) [3]. TLE is often caused by

an initial precipitating injury, such as status epilepticus, stroke, head

trauma, a brain tumor, or a central nervous system infection [4]. How-

ever, not all patients who suffer such an injury, develop epilepsy. As of

yet, it is not possible to predict which patients will develop epilepsy af-

ter an injury and which patients will not, mainly because little is known

about how a normal brain is transformed into an epileptic brain, a pro-

cess called epileptogenesis. Therefore, it is important to gain more in-

sight into the basic mechanisms of epileptogenesis, which could help to

find biomarkers for disease prognosis [5]. In addition, it could aid the

development of anti-epileptogenic therapies, i.e., therapies that prevent

or delay the development of epilepsy [6].

While seizures can be controlled adequately with anti-epileptic drugs

(AEDs) in many epilepsy patients, about 30% of patients still experience

seizures despite trying multiple AEDs. These patients suffer from drug-

resistant epilepsy [3]. They often experience comorbid diseases, psycho-

logical problems, social stigmatization, reduced quality of life, a higher

risk of mortality and a shorter life expectancy because of their long-term,

uncontrolled seizures [7]. Patients with drug-resistant epilepsy could ben-

efit from resective surgery, which leads to seizure freedom in about 60%

of patients [8]. However, not all patients are suitable candidates for

1
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surgery. Other treatment options are neurostimulation, such as vagus

nerve stimulation (VNS). While VNS is able to reduce seizure frequency

in most patients, only 8% of patients become completely seizure free [9].

Predictive biomarkers for treatment response would greatly improve the

treatment plan of epilepsy patients. Biomarkers that predict which pa-

tients will respond to which type of AED might shorten the search to

find the right drug and would allow patients with drug-resistant epilepsy

to be diagnosed sooner. These patients could then proceed to other

treatment options much faster. Finding biomarkers to predict whether a

patient will respond to surgery or neurostimulation, would prevent non-

responders from undergoing unnecessary surgery. Gaining more insight

into the mechanisms underlying epilepsy and epileptogenesis is essential

in the search of these biomarkers. In addition, it can help the rational

development of new treatment options for patients who still experience

seizures despite trying the treatment options that are currently available.

While TLE is a focal epilepsy type, with seizures originating in tempo-

ral structures, increasing evidence suggests that abnormal epileptogenic

networks are involved in this disorder. These networks not only consist

of brain regions in the temporal lobe, but also of extratemporal regions,

such as subcortical areas and the neocortex [10]. Brain networks are

a combination of structural and functional networks [11]. Structural

networks can be considered the ‘hardware’ of the brain, and functional

networks the ‘software’, that uses the hardware to execute specific tasks.

Abnormalities in both structural and functional network connectivity

have been reported in TLE [10].

This dissertation aims to gain more insight into the mechanisms of epilep-

togenesis, with the ultimate goal of finding a biomarker to predict which

patients will develop epilepsy after an initial precipitating injury. To

this end, alterations in structural and functional brain networks during

epileptogenesis are investigated in a rat model of TLE using longitudinal

advanced magnetic resonance imaging (MRI).
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1.2 Outline

In the following chapters, we will introduce the main topics of this dis-

sertation, describe the experimental studies that were performed and

their results, and discuss the findings and their relevance in research and

clinical applications. In Chapter 2, an overview of epilepsy, and in par-

ticular temporal lobe epilepsy (TLE), is given. In Chapter 3, magnetic

resonance imaging (MRI), diffusion-weighted MRI (dMRI) and resting

state functional MRI (rsfMRI), the neuroimaging techniques used in this

dissertation, and their applications in epilepsy are discussed. In Chap-

ter 4, the aim of the dissertation is stated and the research questions

that need to be answered are listed. Diffusion-weighted MRI studies in

patients with TLE have reported widespread changes in white matter

integrity. In Chapter 5, these changes are investigated using more ad-

vanced analysis methods in a longitudinal multi-shell dMRI study in a

rat model of TLE. In addition, the effect of these changes on structural

network topology is assessed. Changes in white matter integrity can also

affect functional brain connectivity. In Chapter 6, functional network

topology in a rat model of TLE is evaluated in a longitudinal rsfMRI

study. Furthermore, the potential of functional network topology to pre-

dict seizure occurrence after an injury is investigated. In most rsfMRI

studies, functional connectivity is assumed to be stationary during the

scanning session. However, in reality, it varies on a much shorter time

scale. In Chapter 7, dynamic changes in functional network topology

are investigated. Finally, the findings of these experimental studies are

discussed in Chapter 8. An application in a broader context is intro-

duced and future perspectives in epilepsy research are explored.
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2 | Epilepsy

2.1 Introduction

Epilepsy is a neurological disorder characterized by recurrent unprovoked

epileptic seizures [1]. It is one of the most common neurological disorders,

affecting more than 50 million people worldwide [2]. In children, epilepsy

is most often caused by congenital, developmental or genetic conditions.

Head trauma, central nervous system infections and tumors can lead to

the development of epilepsy at any age, and the most common cause

of epilepsy in elderly people is cerebrovascular disease. In about 70%

of patients with epilepsy, seizures can be controlled with anti-epileptic

drugs [3]. Patients who still experience seizures despite treatment with

appropriate drugs, suffer from drug-resistant epilepsy. The most common

type of drug-resistant epilepsy is temporal lobe epilepsy (TLE) [4].

2.2 The brain

2.2.1 Neuroanatomy

The brain is part of the nervous system, which is the communication

and control network of the body. The nervous system comprises three

subdivisions. The central nervous system, which consists of the brain and

spinal cord, is the coordinating system. The peripheral nervous system,

a complex network of nerves in the entire body, transfers information

between the body and the brain. The autonomic nervous system is

responsible for controlling basic functions, such as body temperature,

blood pressure and heart rate, without being consciously aware of it [5].

7
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Neurons are the functional units of the brain and are responsible for in-

formation processing. It is estimated that the brain contains 50 to 500

billion neurons. The cell body, or soma, of a neuron contains the or-

ganelles, such as the nucleus, mitochondria and ribosomes, the dendrites

receive nerve signals, and the axon sends the signals onward (Figure 2.1).

Despite the large number of neurons, these cells only make up less than

10 percent of the cells in the brain. The other cells are glial cells, or

support cells [5]. Astrocytes play a role in the release and uptake of neu-

rotransmitters at synapses, and in gliosis after injury. They also provide

metabolic support and help to maintain homeostasis. Oligodendrocytes

form the myelin that lines the axons of neurons. Myelin consists of lay-

ered phospholipid membranes, and supports and insulates the axons to

speed up signal transduction. Microglia are cells of the immune sys-

tem. They remove foreign or damaged material and protect from infec-

tion. Ependymal cells line the ventricles and compartments that contain

cerebrospinal fluid (CSF). They also play a role in the circulation and

production of CSF (Figure 2.1) [6].

Figure 2.1: Cells of the brain: neurons, consisting of a cell body, dendrites

to receive nerve signals and an axon to send the signals onward,

astrocytes, oligodendrocytes and ependymal cells (Adapted from

The Brain Tumour Charity).
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On a macroscopic level, the brain is made up of grey matter and white

matter. Grey matter is mainly located at the outer layer of the brain,

called the cerebral cortex. It consists of neuronal cell bodies. The surface

of the brain is convoluted, it consists of gyri (ridges) and sulci (grooves),

which increases the surface area and is essential for effective functioning.

In the inner part of the brain, clusters of grey matter, called nuclei, are

present as well. Grey matter contains a lot of neurons, which enables

information processing. White matter is made up of axons, which form

connections and transfer information between neurons. Axons are lined

with a myelin sheath, so they appear white on histology [7]. The brain is

surrounded by CSF, a fluid produced in the ventricles, which are a series

of connected cavities in the brain. CSF protects the brain from shocks,

and contains proteins and glucose for neurons and white blood cells to

counter infections [5].

The human brain can be subdivided into four parts: the telencephalon,

diencephalon, brainstem and cerebellum (Figure 2.2A). The telencephalon

or cerebrum makes up more than three quarters of the total brain vol-

ume. It can be split up into a left and right hemisphere, which are

connected by white matter bundles, such as the corpus callosum, and

anterior and posterior commissure [5].

The telencephalon consists of three parts: the cerebral cortex, limbic

system and basal ganglia. The cerebral cortex is a layer of grey matter

situated at the outermost part of the brain. It can be subdivided into

four lobes: the frontal, temporal, parietal and occipital lobes (Figure

2.2B). The frontal lobe is the largest lobe. It plays a role in motor con-

trol, expressive language, regulating emotions, social interactions and

personality, inhibition and motivation. The temporal lobe is involved

in processing sensory input. It plays a role in visual memory, language

comprehension, and the interpretation of sound. The parietal lobe re-

ceives somatosensory stimuli and is responsible for the integration of

information of different senses. The occipital lobe contains the primary

visual cortex and is involved in processing visual input [8]. The limbic

system is a group of structures located underneath the cerebral cortex

and above the brainstem, lateral to the thalamus. It is involved in emo-
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tional, memory, and learning processing. The limbic system contains

several regions of the telencephalon, including hippocampus, parahip-

pocampal gyri, amygdala and cingulate gyrus, but also some regions of

the diencephalon, such as the hypothalamus and anterior thalamic nu-

clei [5, 9]. The basal ganglia are subcortical grey matter structures. The

most important nuclei are the striatum, which consists of the caudate

nucleus and putamen, the pallidum, substantia nigra and subthalamic

nucleus. The basal ganglia are responsible for the planning and execution

of physical movements [5].

The diencephalon is located between the telencephalon and the brain-

stem. Its main component is the thalamus. This region is located at

the center of the brain and acts as a sensory relay. It receives almost all

sensory information, except for smell. The information is then sent to

the cerebral cortex. The diencephalon also comprises the hypothalamus

and pituitary gland. The hypothalamus plays an important role in con-

scious behavior, emotions and instincts, and is responsible for controlling

the autonomic nervous system, such as blood pressure and heart rate.

In addition, it releases hormones into the bloodstream. The pituitary

gland controls the endocrine system. It releases hormones that regulate

other endocrine glands in the body [5].

The brainstem is the part of the brain that is connected to the spinal

cord. It comprises the midbrain, pons and medulla. It plays a role in

mid- to low-order mental activities and autonomic control mechanisms,

such as monitoring and controlling the respiratory rate, heart rate and

blood pressure [5].

The cerebellum is located on the posterior side of the brainstem. It

is responsible for coordinating body movement through muscle control,

balance and posture, and equilibrium [5].

2.2.2 Neurophysiology

Information is transmitted throughout the brain via neurons. Neurons

are electrically excitable cells that are able to receive and transmit in-

formation. They have a resting membrane potential of about -70 mV.
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Figure 2.2: A) The human brain can be subdivided into four parts: the te-

lencephalon, diencephalon, cerebellum and brainstem. B) The

cerebral cortex can be subdivided into four lobes: the frontal,

temporal, parietal and occipital lobes.

This membrane potential can be affected by charged ions such as potas-

sium, sodium and chloride ions [10]. Information is transmitted along a

neuron in the form of electrical impulses, or action potentials. Action

potentials are generated when the membrane potential changes due to a

difference in ion concentrations. First, the membrane potential depolar-

izes, i.e., it becomes less negative, mainly due to sodium influx. Then,

the membrane potential repolarizes, returning to the resting potential,

mostly due to potassium efflux. Finally, there is after-hyperpolarization,

where the membrane potential recovers from an overshoot of repolar-

ization (Figure 2.3). Since there is less extracellular sodium after the

depolarization and the sodium channels are inactivated, neurons cannot

generate a new action potential immediately after an action potential

was generated [11].

The generated action potential travels along the axon until it reaches

the synapse [11]. Synapses are the communication sites between neu-

rons. The neurons are separated by a very thin space, called the synaptic

cleft. Most synapses connect an axon with a dendrite of the postsynap-

tic neuron (axodendritic), but they can also connect an axon with a cell

body (axosomatic) or with another axon (axoaxonic) [5, 12]. At the

synapse, the action potential typically causes the release of neurotrans-

mitters (chemical transmission), but it can also cause conduction of ionic

currents (electrical transmission) [11]. The presynaptic terminal, i.e., the



12 CHAPTER 2. EPILEPSY

Figure 2.3: Neuronal action potential. First, the membrane potential be-

comes less negative, mainly due to sodium influx (depolarization).

Then, it returns to the resting potential, mostly due to potassium

efflux (repolarization). Finally, the membrane potential recovers

from an overshoot of repolarization (after-hyperpolarization) [11].

end of the axon, contains vesicles with neurotransmitters. These neuro-

transmitters are released into the synaptic cleft when an action potential

arrives at the axon terminal. The neurotransmitters diffuse across the

synaptic cleft and bind to receptors on the postsynaptic neuron, causing

either depolarization or an excitatory postsynaptic potential, or hyper-

polarization or an inhibitory postsynaptic potential on the cell membrane

of that neuron, depending on the type of neurotransmitter (Figure 2.4)

[5]. The postsynaptic neuron integrates the input from all postsynaptic

terminals to determine whether or not an action potential needs to be

generated [12].

Several types of neurotransmitters are used in synaptic communication.

They can be excitatory or inhibitory, and some are involved in specific

brain functions. The main excitatory neurotransmitter in the central

nervous system, and the most abundant one, is glutamate. It acts on

ionotropic and metabotropic receptors. Excessive activation of gluta-

mate receptors can lead to cell death, which is referred to as excito-

toxicity. Glutamate plays a role in several neurological and psychiatric

conditions, such as depression, addiction, schizophrenia and neurodegen-

erative diseases [13]. Gamma-aminobutyric acid (GABA) is the main
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Figure 2.4: Synapse. An action potential arrives at the presynaptic terminal

and causes release of neurotransmitter (blue dots) into the synap-

tic cleft. The neurotransmitter diffuses across the synaptic cleft

and binds to receptors on the postsynaptic terminal (Adapted

from [11]).

inhibitory neurotransmitter in the central nervous system. It binds to

postsynaptic GABA receptors that modulate ion channels. This leads to

hyperpolarization and stops action potentials. Abnormal GABA signal-

ing is associated with many neurological and psychiatric diseases, and

many pharmacological treatments act on GABA receptors [14]. Another

common neurotransmitter is dopamine, which is mostly inhibitory. The

degeneration of dopaminergic neurons in the substantia nigra is asso-

ciated with Parkinson’s disease. Serotonin is mainly a regulatory neu-

rotransmitter and is involved in several mood states and diseases [12].

Norepinephrine plays a role in the body’s response to stress and exercise,

and is generally excitatory. Acetylcholine is an important neurotransmit-

ter in several synapses in the body, such as the neuromuscular junction

and autonomic ganglia, where it is usually excitatory [5, 12].
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2.3 Seizures

An epileptic seizure is defined by the International League Against Epilepsy

(ILAE) as “a transient occurrence of signs and/or symptoms due to

abnormal excessive or synchronous neuronal activity in the brain” [1].

Seizures are usually transient or limited in time. An exception is status

epilepticus, which is an extremely long or recurrent seizure. Sometimes,

the end of a seizure is not very marked, because it is clouded by symp-

toms of the postictal state. Seizures can manifest in different ways, de-

pending on where in the brain the seizure starts and how it propagates,

but also depending on age, other diseases, medication and other factors.

During a seizure, sensory, motor and autonomic function, consciousness,

emotional state, memory, cognition and behavior can be affected. On

an electroencephalogram (EEG), abnormal neuronal activity can be de-

tected during a seizure. This activity can be inhibition or excitation, and

the most common feature is abnormal enhanced synchrony of neuronal

discharge [1].

2.3.1 Seizure generation and propagation

An epileptic seizure, characterized by hypersynchronous neuronal activ-

ity, usually starts in a specific region of the cortex and can propagate to

other brain regions. Two phenomena occur when a seizure is generated:

high-frequency bursts of action potentials and hypersynchronization of

a neuronal population. At a neuronal level, an influx of extracellular

Ca++ leads to the opening of voltage-dependent Na+ channels and an

influx of Na+. This causes sustained neuronal depolarization and results

in a burst of action potentials. The depolarization reaches a plateau-like

level when the burst of action potentials is completed. This is followed

by rapid repolarization and hyperpolarization, mediated by GABA re-

ceptors and Cl− influx, or K+ efflux, depending on the type of cell. This

series of events is called a paroxysmal depolarizing shift (Figure 2.5) [15].

If there is enough neuronal activation to recruit neighboring neurons, the

seizure can propagate. In a healthy brain, the spread of bursting activity

is blocked by intact hyperpolarization and because inhibitory neurons
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Figure 2.5: Paroxysmal depolarizing shift on intracellular recording. 1) De-

polarization of the membrane potential (Vm) leads to 2) a burst

of action potentials, followed by 3) hyperpolarization (Adapted

from [16]).

form a region of surrounding inhibition. If the bursting activity is high

enough, it can recruit neighboring neurons using several mechanisms.

It can lead to more extracellular K+, which reduces the hyperpolarizing

outward K+ currents, resulting in depolarization of surrounding neurons.

It can also lead to an increase in Ca++ in presynaptic terminals, causing

increased neurotransmitter release, and it can lead to the activation of

N-methyl-D-aspartate (NMDA) receptors, a type of glutamate receptors,

causing a higher influx of Ca++ and neuronal activation [15].

2.3.2 Seizure classification

Seizures can be classified into different types, which are listed in Table

2.1. First, a distinction is made between seizures with a focal onset, i.e.,

seizures that originate in one hemisphere, and seizures with a generalized

onset, i.e., seizures that originate in both hemispheres. If it is not clear

whether the onset is focal or generalized, a seizure is classified as ’of un-

known onset’. Focal onset seizures can be subdivided into seizures with

retained and impaired awareness [17]. It is important to differentiate

between these two types, as it affects which activities an epilepsy patient

can and cannot do, such as driving or operating dangerous machinery

[15]. This distinction is not made for seizures with generalized onset, as

awareness is almost always impaired during this type of seizures [17].
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Focal onset seizures

Focal onset seizures can also be subdivided into motor and non-motor

seizures. A special type of focal seizures are focal to bilateral tonic-

clonic seizures, formerly referred to as secondarily generalized tonic-

clonic seizures. These are seizures that start in one hemisphere and

then spread to both hemispheres [17].

Focal motor and non-motor seizures can be further categorized based on

the first prominent manifestation. This can provide information about

the seizure’s brain region(s) of origin. For focal motor seizure, initial

manifestations include automatisms, which are robotic repetitive semi-

purposeful movements, such as lip-smacking or hand rubbing, focal loss

of tone in a limb (atonic seizure), stiffening of a limb or the neck (tonic

seizure), sustained rhythmical jerking or myoclonic brief irregular jerking

(clonic seizure), thrashing or pedaling (hyperkinetic seizure) and flexion

at the waist or flexion or extension of the arms (epileptic spasms) [17].

Focal non-motor seizures can be subdivided into autonomic seizures, be-

havioral arrest seizures, cognitive seizures, emotional seizures and sen-

sory seizures. Autonomic seizures affect functions of the autonomic ner-

vous system, including heart rate, blood pressure and gastrointestinal

sensations. During a behavioral arrest seizure, the patient stops moving

or ‘freezes’. A focal cognitive seizure involves impaired cognition, such

as problems with language, spatial perception or mathematical calcu-

lations. At the start of a focal emotional seizure, patients experience

spontaneous fear, anxiety or joy, and may start laughing or crying invol-

untarily. A focal sensory seizure can manifest as tingling or numbness,

visual symptoms, tastes, smells, sounds and other sensory impressions

[17].

Generalized onset seizures

Seizures with a generalized onset can be subdivided into motor and non-

motor or absence seizures as well. Some of the types of generalized

motor seizures share a name with a type of focal onset motor seizures.

However, they can have a different pathophysiology or prognosis. A
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Table 2.1: ILAE 2017 Classification of seizure types [17]

Focal Onset Generalized Onset Unknown Onset

Aware Impaired Awareness Motor Motor

tonic-clonic tonic-clonic

Motor Onset clonic epileptic spasms

automatisms tonic Non-motor

atonic myoclonic behavior arrest

clonic myoclonic-tonic-clonic

epileptic spasms myoclonic-atonic Unclassified

hyperkinetic atonic

myoclonic epileptic spasms

tonic Non-motor (absence)

Non-motor Onset typical

autonomic atypical

behavior arrest myoclonic

cognitive eyelid myoclonia

emotional

sensory

Focal to bilateral tonic-clonic

generalized tonic-clonic seizure starts with loss of awareness and a tonic

phase, characterized by the stiffening of all limbs, followed by a clonic

phase, during which there is sustained rhythmic jerking of limbs and

face. A clonic seizure produces bilateral sustained rhythmical jerking

of the limbs and/or head, without a tonic phase, and a tonic seizure is

characterized by stiffening of all limbs, without a clonic phase. During a

myoclonic seizure, a patient experiences unsustained irregular bilateral

jerking of the limbs or face. A myoclonic-tonic-clonic seizure starts with

a few bilateral myoclonic jerks, followed by a tonic-clonic seizure. A

myoclonic-atonic seizure starts with myoclonic jerks as well, but is fol-

lowed by a limp drop. During an atonic seizure or epileptic drop attack,

a patient experiences sudden loss of muscle tone and strength, and they

typically fall down. Generalized epileptic spasms are short seizures char-

acterized by flexion at the trunk and flexion or extension of the limbs

[17].
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Generalized non-motor or absence seizures can be subdivided into typi-

cal, atypical and myoclonic seizures, and seizures with eyelid myoclonia.

Typical absence seizures are characterized by a sudden halting of activ-

ity and can be accompanied by automatisms. Atypical absence seizures

are very similar, but can begin and end more slowly, and more marked

changes in tone can occur. If an absence seizure starts with a few my-

oclonic jerks, it is categorized as a myoclonic absence seizure. In some

patients, eyelid myoclonia, i.e., jerks of the eyelids and an upward devi-

ation of the eyeballs, can occur during absence seizures [17].

2.4 Diagnosis

Epilepsy is defined by the ILAE as “a disorder of the brain characterized

by an enduring predisposition to generate epileptic seizures, and by the

neurobiologic, cognitive, psychological, and social consequences of this

condition. The definition of epilepsy requires the occurrence of at least

one epileptic seizure” [18]. To diagnose epilepsy, a more practical defini-

tion is used, and epilepsy can be diagnosed if a patient has at least two

unprovoked seizures more than 24 hours apart, if they have one unpro-

voked seizure and are as likely to have more seizures as they are after two

unprovoked seizures, over a period of 10 years, or if they are diagnosed

with an epilepsy syndrome [18].

When a patient has a paroxysmal event, i.e., a time-limited event with

an abrupt onset and ending that usually recurs and tends to involve

transient neurological symptoms, it is important to determine whether

the patient had a seizure or a different paroxysmal event, whether the

seizure was or was not provoked, and how likely it is that seizures will

recur. Therefore, history and physical examination, as well as diagnos-

tic tests are necessary. Epilepsy is a clinical diagnosis, made based on

clinical judgment, since the tests are not always conclusive. Paroxysmal

events that resemble, but are not epileptic seizures, include psychogenic

nonepileptic seizures, syncope, migraine, transient ischemic attack and

events caused by sleep or movement disorders [19].
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First, a history of the paroxysmal event needs to be obtained. The event

is often described by eyewitnesses, since patients cannot always give pre-

cise information. To obtain a detailed description, it is necessary to ask

specific, direct questions, such as questions about altered consciousness,

the characteristics of motor movements and the duration of the event.

The medical and surgical history of the patient is important as well,

since it can help to identify risk factors for epilepsy, such as childhood

febrile seizures, encephalitis or meningitis, or head injury. Knowledge of

medication use is relevant to determine whether or not the seizure was

provoked. Certain types of medication can lower the threshold for seizure

generation, while withdrawal from other types can induce seizures. Al-

cohol or substance abuse can also provoke seizures. Since some epilepsy

syndromes are hereditary, information about a family history of epilepsy

needs to be obtained as well. If the patient has had seizures before, spe-

cific information should be acquired about the age of onset, frequency of

seizures, previous examinations and anti-epileptic medication [19].

Based on a physical examination of the patient, signs of systemic or fo-

cal brain diseases that may induce seizures can be detected. An elevated

temperature may point to meningitis or encephalitis, rigidity of the neck

suggests a central nervous system infection or subarachnoid hemorrhage,

dysmorphic features may indicate chromosomal abnormalities and irreg-

ular heart rate can point to syncope [19].

For new-onset seizures, it is standard practice to perform blood tests

to check whether the seizure could have been provoked. Sometimes,

blood test are also performed in patients with established epilepsy, for

example if the patient experiences unexplained worsening of seizures or

to monitor the side effects of anti-epileptic drugs. Lumbar punctures

are usually not performed in patients with new-onset seizures, unless

the patient experiences symptoms that may point to a central nervous

system infection or subarachnoid hemorrhage [19].

Electroencephalography (EEG) plays a very important role in the diag-

nosis of epilepsy. It measures electrical activity in the brain and can

detect functional hyperexcitability in epilepsy. It can be used to deter-
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mine whether a patient has a tendency for epileptic seizures, to indicate

where, within the brain, a seizure originates, and to classify epilepsy

syndromes. On EEG, epileptiform discharges can be detected. These

are short transient increases in brain voltage in the form of spikes, sharp

waves and spike-and-slow wave discharges. They can be focal, i.e., lim-

ited to one part of the scalp, or generalized, i.e., present in all areas of

the scalp. Epileptiform discharges are typical for epilepsy, but also occur

in 0.5 to 2% of people without epilepsy. The occurrence of a seizure can

only be detected using EEG if it happens during the EEG recording. An

example of an EEG of a seizure generated in the right temporal lobe is

visualized in Figure 2.6. EEG has an epilepsy sensitivity of 50% and a

specificity of 98 to 99%. Routine EEG should be the first evaluation of a

suspected seizure. It usually takes 20 to 30 minutes, the patient should

ideally be asleep and photic stimulation and hyperventilation are per-

formed as activation procedures. Other types of EEG are sleep-deprived

EEG, which is recorded after 24 hours of sleep deprivation to activate

epileptiform discharges, ambulatory 24-hour EEG, if seizures occur daily,

and video EEG monitoring, during which a patient is continuously moni-

tored using video and EEG for days to weeks, often to determine whether

an event is a seizure or to localize seizure onset for epilepsy surgery [19].

Figure 2.6: EEG of a seizure generated in the right temporal region, charac-

terized by buildup of rhythmic activity [19].

Neuroimaging can be used to identify the cause of epilepsy or of an

epilepsy syndrome. It can detect structural brain disease and exclude a

growing mass lesion that needs immediate intervention. Neuroimaging is
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performed in almost all patients with new-onset seizures. Magnetic res-

onance imaging (MRI) is the gold standard, because it has a better soft

tissue contrast than computed tomography (CT). It can detect small and

subtle brain regions that are not visible with CT. CT is only performed

when MRI is not available or when seizures are thought to be caused

by intracranial hemorrhage, an ischemic stroke or a tumor [19]. More

details regarding neuroimaging will be discussed in the next chapter.

An optimal MRI protocol typically consists of T1-weighted, T2-weighted

and fluid attenuated inversion recovery (FLAIR) sequences. A three di-

mensional T1-weighted image with an isotropic voxel size of maximum

1.5 mm provides information about anatomy and can differentiate grey

and white matter. Such an image with isotropic voxels can also be re-

formatted in other orientations and can be used for post-acquisition pro-

cessing, such as calculating hippocampal volumes. A T2-weighted image,

acquired in at least two orthogonal planes with the smallest slice thick-

ness possible, has a high sensitivity for detecting pathology. A FLAIR

image suppresses any signal from the cerebrospinal fluid (CSF), so it is

ideal for detecting lesions close to the CSF. A contrast-enhanced image

with gadolinium is usually not necessary, but may be useful to visualize

lesions associated with breakdown of the blood-brain barrier [20]. An

example of hippocampal sclerosis on a T1-weighted and FLAIR image is

visualized in Figure 2.7.

Figure 2.7: (A) T1-weighted MRI and (B) fluid attenuated inversion recovery

(FLAIR) image of left hippocampal sclerosis, indicated with a

white arrow (Adapted from [20]).
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2.5 Treatment

2.5.1 Anti-epileptic drugs

Pharmacological treatment is the gold standard for treating epilepsy.

Anti-epileptic drugs (AEDs) are used to reduce seizure frequency. They

are a symptomatic treatment for seizures, but not a treatment for epilepsy

itself [19].

Whether or not a patient should be treated with AEDs after a first

seizure is a matter of debate. Anywhere between 16 to 62% of patients

have a second seizure within 5 years after a first unprovoked seizure. The

risk of recurrence is higher if the patient has an earlier neurologic injury

that can cause seizures, if there is a structural abnormality on the MRI

scan, if the EEG is highly epileptiform or if there is a family history of

epilepsy. While treatment can reduce the risk of a second seizure, it does

not eliminate it. Therefore, the decision of whether or not to treat with

AEDs should be made individually for each patient, taking into account

the possible negative effects of both a second seizure and AEDs on the

patient [15, 19].

The goal of AED therapy is to obtain a seizure-free state. Therefore,

the most appropriate AED needs to be selected, i.e., the AED that is

most effective in preventing seizure and has the lowest likelihood of side

effects. Most patients obtain seizure-freedom with one AED (monother-

apy). If seizures persist, the dosage of the AED can be increased, until

the maximum tolerated dose is reached. If the AED still fails, another

drug can be added. If this drug is able to prevent seizures, the first

AED can gradually be withdrawn. Sometimes, more than one AED is

necessary to obtain seizure-freedom (polytherapy) [15]. To determine

which drug is appropriate, it is important to know the seizure type of

the patient, since AEDs have a different efficacy depending on the type

of seizure. Some epilepsy syndromes also require a specific type of AED

[19]. For more than 60% of patients who obtain seizure-freedom using

AEDs, the drugs can eventually be withdrawn without recurrence of the

seizures. Usually, the AEDs are withdrawn gradually over a period of 2

to 6 months, when the patient has been seizure-free for 2 to 4 years [15].



2.5. TREATMENT 23

Not all patients obtain seizure-freedom using AEDs. If seizures still oc-

cur after adequate trials of at least two appropriate AEDs at the maxi-

mum tolerated dose, a patient suffers from drug-resistant epilepsy. While

about 47% of patients respond to the first AED and 14% to a second

one, it is very unlikely that they will respond to a third AED. About

30% of patients have drug-resistant epilepsy. These patients might ben-

efit from alternative treatment options, such as epilepsy surgery, vagus

nerve stimulation, deep brain stimulation or a ketogenic diet [19].

2.5.2 Epilepsy surgery

Patients with drug-resistant epilepsy should be referred to an epilepsy

center for noninvasive presurgical evaluation. In these centers, a multi-

disciplinary team consisting of neurologists, neurosurgeons, neurophysi-

ologists, neuroradiologists, neuropsychologists, and other specialists will

decide whether or not epilepsy surgery is an option. The main goal of

epilepsy surgery is to obtain seizure-freedom. Presurgical evaluation is

required to determine whether a patient is a good candidate for surgery,

which subtype of epilepsy they have and what the location of the focal

epileptogenic zone, i.e., the region where seizures originate, is. Epilepsy

surgery is typically most successful in a focal epilepsy syndrome with a

well-localized epileptogenic zone [21].

Noninvasive presurgical evaluation starts with an extensive history and

physical examination, to obtain information about seizure semiology and

frequency, epilepsy duration and symptoms, and risk factors. Interic-

tal EEG and long-term video-EEG are recorded to verify the diagnosis

of epilepsy and to localize the epileptogenic zone, in combination with

seizure semiology. A high-quality MRI is acquired to identify focal le-

sions consistent with the epileptogenic zone. An interictal positron emis-

sion tomography (PET) scan can be useful to detect a region with hy-

pometabolic glucose metabolism that corresponds with the epileptogenic

zone. In addition, an extensive neuropsychological evaluation is done to

localize the symptomatogenic zone and to identify neurocognitive per-

formance parameters that could be affected after surgery. If necessary,

other modalities, such as ictal brain perfusion single-photon emission
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computed tomography (SPECT) and interictal magnetoencephalogra-

phy (MEG) can provide additional information. MEG and functional

MRI can also be used to localize eloquent cortex, such as motor, sensory

and language neocortices. Functional MRI can be a good noninvasive

alternative to the Wada test, or intracarotid sodium amobarbital proce-

dure, for lateralization of verbal and visuospatial memory. Noninvasive

presurgical evaluation is often sufficient to localize the epileptogenic zone

accurately enough to continue with surgical treatment. If this is not the

case, intracranial EEG can be used to improve or confirm the localization

[21].

For drug-resistant temporal lobe epilepsy (TLE), surgical resection is

the gold standard. During anterior temporal lobectomy (ATL), the an-

terior hippocampus, amygdala, temporal pole and anterolateral temporal

cortex are removed. Another common approach is selective amygdalo-

hippocampectomy. Surgical treatment of TLE is typically quite success-

ful, with up to 73% of patients obtaining seizure-freedom two years after

ATL. Surgical resection can also be effective in focal neocortical epilepsy,

with 40 to 60% of patients obtaining seizure-freedom. The outcome is

typically better if the neocortical lesion can be detected using MRI and

if it can be resected completely. If complete resection is not possible due

to an overlap with eloquent cortex, multiple subpial transections could

be a tissue-sparing alternative. A multilobar or multifocal epileptogenic

zone, or a generalized epilepsy syndrome are very difficult to treat with

epilepsy surgery. A palliative surgical option is corpus callosotomy, dur-

ing which the corpus callosum is severed either completely, or just for

the anterior two thirds. If a corpus callosotomy is not sufficient to re-

duce seizures, an anatomical or functional hemispherectomy may be an

alternative [21].
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2.5.3 Neurostimulation

Vagus nerve stimulation

Patients who are not candidates for epilepsy surgery, or who still have

seizures after epilepsy surgery, could benefit from neuromodulation. The

most common type of neuromodulation in epilepsy is vagus nerve stim-

ulation (VNS). A VNS system consists of a lead that is wrapped around

the left vagus nerve in the carotid sheath and a pulse generator im-

planted below the clavicle that sends electrical pulses to the nerve (Fig-

ure 2.8). About 60% of patients are responders to VNS treatment, i.e.,

their seizure frequency is reduced by at least 50%. The efficacy of VNS

increases with the duration of the treatment. In addition, VNS has

a positive effect on quality of life. However, only 8% of patients are

completely seizure-free with VNS treatment. Next to the implantable

VNS systems, noninvasive VNS systems are available as well. The main

advantage of these systems is that adverse effects due to implantation,

such as infection and vocal cord paresis, can be avoided. It also allows

for increased customization of the stimulation paradigm [22].

Figure 2.8: A vagus nerve stimulation (VNS) system, consisting of a lead

wrapped around the left vagus nerve in the carotid sheath and a

pulse generator implanted below the clavicle that sends electrical

pulses to the nerve (Courtesy of LivaNova, Inc. Houston, TX)

[22].
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Deep brain stimulation

Another type of neuromodulation is deep brain stimulation (DBS). In

DBS, deep brain structures are stimulated electrically via implanted

electrodes that are connected to a pulse generator. DBS of the ante-

rior nucleus of the thalamus (ANT) is an approved treatment option for

drug-resistant epilepsy in Europe, Canada and Australia. Other possible

DBS targets include the thalamic nuclei, hippocampus and cerebellum.

The mechanisms of action of DBS are not yet completely understood.

DBS rarely leads to seizure freedom, but it reduces seizure frequency,

which has a positive effect on quality of life, independence and cogni-

tion. ANT-DBS typically leads to a reduction in seizure frequency of

46% to 90% in half of all patients, and more than 70% of patients are

responders, i.e., their seizure frequency is reduced by at least 50%. A

similar efficacy was found for DBS in the hippocampus, with a reduction

in seizure frequency of 48% to 95% in half of all patients, and a responder

rate of more than 70% [23].

Responsive neurostimulation

VNS and DBS are open-loop neurostimulation techniques, i.e., electrical

impulses are delivered continuously or on a fixed schedule. Responsive

neurostimulation (RNS), on the other hand, is a closed-loop approach. It

continuously measures neural activity at the seizure focus and only stim-

ulates if it detects epileptiform activity. RNS can be useful for patients

with uncontrolled seizures in one or two epileptogenic foci. An RNS sys-

tem consists of one or two depth and/or cortical strip leads, implanted

at the epileptogenic foci, and a cranially seated neurostimulator. The

settings for detection of abnormal activity and for the response can be

tailored to the individual patient. RNS can successfully reduce seizure

frequency, and its efficacy increases with treatment duration, leading to a

reduction in seizure frequency of about 75%. In addition, responsive cor-

tical stimulation leads to improved quality of life and cognitive function

[24].
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2.5.4 Ketogenic diet

An alternative treatment option for drug-resistant epilepsy is the keto-

genic diet, which is high in fat, low in carbohydrates and low in proteins

[25, 26]. In the classical ketogenic diet, the ratio in calories of fat to

carbohydrate is 4:1. A less restricted variant is the Atkins diet, which

is also used as a weight-reducing diet. In this diet, the ratio in calories

of fat to carbohydrate is 2:1. The anti-seizure effect of the ketogenic

diet might be attributed to the anticonvulsant effect of ketone bodies,

although other theories have been suggested as well [26]. The ketogenic

diet is mainly used in children with drug-resistant epilepsy [25]. Because

the diet is unappetizing and hard to tolerate, it is difficult to adhere to

it [26]. However, high success rates have been reported [25].

2.6 Temporal lobe epilepsy

The most common type of focal epilepsy is temporal lobe epilepsy (TLE).

In TLE, seizures originate in temporal limbic structures [27]. Networks

involving the amygdalohippocampal complex and entorhinal cortex play

an important role in the generation and spread of seizures [28]. Temporal

lobe epilepsy often starts with an initial precipitating injury, such as

febrile seizures, head trauma, central nervous system infection or brain

tumor [27, 28]. After a latent period of 5 to 10 years, during which the

patient does not experience any seizures, spontaneous seizures start to

occur. Usually, these seizures can be controlled with AEDs during the

first few years, but over time, seizures start to recur and often become

drug-resistant [29].

2.6.1 Clinical features

Temporal lobe epilepsy is characterized by spontaneous, progressive seizures

[29]. The most common type of seizures in TLE are focal seizures with

impaired awareness. At the beginning of a seizure, patients typically

experience an aura, often with experiential or viscerosensory symptoms.

The main seizure is characterized by motor arrest and staring, often ac-

companied by oral and manual automatisms with impaired awareness.



28 CHAPTER 2. EPILEPSY

Autonomic symptoms may include pupillary dilatation, hyperventilation

and tachycardia. During the postictal phase, amnesia and a period of

confusion are common. Focal to bilateral tonic-clonic seizures are rare

in TLE. On EEG, interictal anterior temporal spike-wave discharges are

a common hallmark of TLE [27, 28].

2.6.2 Epileptogenesis

Epileptogenesis is the process during which a healthy brain is trans-

formed into an epileptic brain [30]. It often starts following an initial

injury, such as head trauma, status epilepticus, febrile seizures, or in-

fection. Then, there is a latency period of 5 to 10 years before some

patients start to experience spontaneous seizures. During this period,

several structural and biochemical changes occur in the brain that allow

spontaneous seizures to occur, and these changes continue to accumulate

with each new seizure [29].

One of the main structural changes during epileptogenesis in TLE is neu-

rodegeneration, which affects the pyramidal cells and interneurons in the

cornu ammonis field CA1 and the hilus of the hippocampus, and to a

lesser extent the pyramidal cells in CA2 and CA3 [31]. This causes a de-

creased size and a hardening of the hippocampus. Besides hippocampus,

amygdala, entorhinal, perirhinal and parahippocampal cortices, and ex-

tratemporal regions, such as thalamus, piriform cortex and cerebellum,

are affected as well [29, 31]. Gliosis is also often found in epileptic tissue,

but it is not yet clear how it is related to epileptogenesis. Astroglial

activation can increase inflammatory cytokine production, enhance ex-

cessive synaptic activity and cause activated astrocytes to migrate to

the epileptic focus, leading to sclerosis [29]. Mossy fiber sprouting is an-

other structural change that occurs during epileptogenesis. It is caused

by recurrent seizures and is progressive. Mossy fiber sprouting is the

formation of synapses between dentate granule cell axons and cells in

the granule layer and inner molecular layer of the dentate gyrus (Figure

2.9). The effect of mossy fiber sprouting on epileptogenesis is not clear

yet. On the one hand, dentate granule cells may become hyperexcitable

due to the sprouting, when a sprouted axon of an excitatory cell forms a
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synapse with another excitatory cell or even with itself, which could have

a proepileptogenic effect. On the other hand, mossy fiber sprouting may

help to reestablish inhibitory circuits that were lost during the initial

injury, assuming that mossy fiber sprouts mainly innervate inhibitory

neurons, which could counteract epileptogenesis [29]. Other structural

changes during epileptogenesis include axonal injury, neurogenesis, den-

dritic plasticity and blood-brain barrier damage. Neurogenesis increases

after SE and remains high for several weeks. Seizure activity can inter-

fere with the normal migration of new neurons, which can lead to their

ectopic location in the hilus, abnormal connectivity and enhanced ex-

citability. Another hypothesis suggests that new neurons adapt to their

epileptogenic environment and become less sensitive to glutamate and

more to GABA [31]. Loss of dendritic spines, altered spine morphology

and reduced dendritic branching during epileptogenesis may influence

the availability and stochiometry of several receptor types, which can

affect the flow of information from afferent inputs. Disruption of the

blood-brain barrier due to seizure activity, which causes angiogenesis,

can evoke epileptiform activity, leading to a vicious cycle of seizure gen-

eration [31].

Besides these structural changes, biochemical changes have been reported

during epileptogenesis as well. These include changes in ligand-gated

and receptor-gated ion channels and are referred to as acquired chan-

nelopathies [31]. The glutamate receptor NMDA is upregulated in epilep-

tic tissue and one of its subunits is assumed to contribute to neuronal

hyperexcitability, synchronization, and seizure generation. The KA re-

ceptors, another type of glutamate receptors, play a role in epileptogene-

sis as well. One of its subunits, that is involved in presynaptic regulation

of glutamate release, is upregulated in patients with TLE, indicating it

plays a role in the generation and perseveration of spontaneous seizures.

Another subunit is involved in postsynaptic response to glutamate release

and GABA release modulation, and contributes to seizure propagation

and cell death. Aberrant mossy fiber sprouts have a higher expression

of KA receptors, indicating that upregulation of KA receptors enables

the propagation of epileptic activity [29]. Initially, GABA signaling was
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thought to be decreased during epileptogenesis, allowing for uncontrolled

glutamate signaling. However, a complicated process takes place that in-

volves qualitative and quantitative changes in GABA receptor subunits,

and a change in GABA receptors from a hyperpolarization subtype to

a depolarization subtype [29]. Several ion channels, such as chloride,

potassium, sodium, and calcium channels, are involved in epileptogen-

esis and in changes in homeostasis. Chloride channels play a role in

the differentiation of hyperpolarization and depolarization GABA recep-

tors, and are involved in inhibitory signaling. Defects in Ca2+-sensitive

potassium channels, that control the firing frequency of action poten-

tials and modulate neuronal excitability, play a role in epileptogenesis as

well. Other potassium channels are involved in epileptogenesis because

of potassium buffering of glial cells [29]. In a rat model of TLE, a shift

in voltage-dependent inactivation of sodium channels in a depolarizing

direction was observed in the hippocampus, which led to a persistently

active Na+ influx [32].

Figure 2.9: Hippocampal dentate gyrus in the healthy (A) and epileptic (B)

brain. The dentate gyrus consists of three layers: the molecular

layer (ml), granule cell layer and hilus. The granule cell layer

contains many granule cells, the molecular layer contains their

apical dendrites and the granule cell axons, also called mossy

fibers, extend to the hilus. During epileptogenesis, mossy fiber

targets in the hilus are lost, and as a result, mossy fibers sprout

and form excessive synapses with cells in the inner molecular layer

of the dentate gyrus (indicated in red). PP: perforant path [33].



2.6. TEMPORAL LOBE EPILEPSY 31

2.6.3 Hippocampal sclerosis

A pathological finding that occurs in about 50% of patients with TLE

is hippocampal sclerosis [27]. Hippocampal sclerosis refers to atrophy

and astrogliosis in hippocampus, amygdala, parahippocampal gyrus and

entorhinal cortex. It progresses over time due to recurrent seizures, but

can also cause seizures [28]. Hippocampal sclerosis is typically associ-

ated with a worse prognosis, with only about 11% of patients obtaining

seizure-freedom with AEDs. TLE is therefore the most common type

of drug-resistant epilepsy. However, surgical resection is quite successful

in these patients, with about 70 to 90% of patients obtaining seizure-

freedom after surgery. In addition, early surgical intervention can pre-

vent or improve comorbidities, such as psychiatric and social problems

[27].

2.6.4 Amygdalohippocampal interconnections

The amygdalar nuclear complex and the hippocampal and parahippocam-

pal region are often damaged in patients with TLE and are involved in

about 70 to 80% of seizures originating in the temporal lobe [34]. These

regions are important components of the limbic system, which are in-

volved in emotion and memory. The amygdalar nuclear complex is com-

posed of several nuclei, which can be subdivided into cortical amygdalar

nuclei and basolateral amgydalar nuclei. Each of these nuclei has several

interconnections with other amygdalar nuclei and other brain regions.

The hippocampal and parahippocampal region refers to the hippocam-

pal formation, which consists of the dentate gyrus, cornu ammonis fields

CA1, CA2 and CA3 and the subiculum, and the parahippocampal cor-

tices, such as the entorhinal and perirhinal cortex. Robust and complex

interconnections exist between the amygdalar nuclei and the hippocam-

pal and parahippocampal region (Figure 2.10) [35].

l

l

l
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Figure 2.10: Summary of afferent and efferent connections between the amyg-

daloid complex (lateral, basal and accessory basal nucleus), hip-

pocampal formation and perirhinal and postrhinal cortices in

the rat brain. For detailed information about these connections,

see [36]. Abbreviations: AB, accessory basal nucleus; AHA,

amygdalohippocampal area; B, basal nucleus; CE, central nu-

cleus; COa, anterior cortical nucleus; COp, posterior cortical

nucleus; DG, dentate gyrus; EC, entorhinal cortex; L, lateral

nucleus; M, medial nucleus; NLOT, nucleus of the lateral olfac-

tory tract; paraS, parasubiculum; POR, postrhinal cortex; PRh,

perirhinal cortex; S, subiculum [36].
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The amygdala and hippocampal formation play an important role in

TLE because they are highly interconnected. If a seizure is generated

in either of these regions, it can easily spread to the other. Neuronal

loss in these regions is often accompanied by damage to the projections

originating in them [35]. One of the main projections from amygdala to

hippocampus is a projection that ends in the temporal aspect of CA1 and

subiculum. This projection is damaged in about 70% of resection sam-

ples in patients with drug-resistant TLE [34]. Kemppainen and Pitkänen

[34] investigated this projection in a rat model of TLE. They found se-

vere neuronal loss in the lateral part of the basolateral amygdalar nuclear

complex and several cortical amygdalar nuclei, and the projections orig-

inating in these regions had disappeared. However, the medial part of

the posterior basolateral nucleus, and the projection originating from

it, were largely preserved, and may be involved in the propagation of

seizures and interictal bursting. Due to the loss of GABAergic neurons

in the basolateral nucleus, there is loss of inhibition, increased excitabil-

ity and a lowered seizure threshold in this region [35]. The increased

excitability might promote the spread of seizures originating in the dam-

aged amygdala to other regions, including the hippocampal formation

[34, 35].

2.6.5 Animal models of temporal lobe epilepsy

Animal models are an important tool to gain insight into the pathophys-

iology of TLE. They can be used to investigate injuries that can lead to

epilepsy, the epileptogenic process and chronic epilepsy. In addition, an-

imal models are essential for the rational development of new treatment

options for epilepsy [37]. Several animal models can be used to study

TLE, such as post-status epilepticus models induced by chemoconvul-

sants or electrical stimulation, kindling, tetanus toxin, hyperthermia,

post-traumatic epilepsy and perinatal hypoxia/ischemia models (for re-

view, see [38]). Post-status epilepticus models and the kindling model

are explained in more detail below [39].
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Post-status epilepticus models

In post-status epilepticus models, an initial triggering process is induced

with chemoconvulsants or electrical stimulation. This process is followed

by a latent period, after which the animals start to develop spontaneous

seizures. The initial triggering process is called status epilepticus, an

acute episode of seizures. After 1 to 2 hours, this status epilepticus is

usually interrupted using an anticonvulsant [39].

Kainic acid models Status epilepticus can be induced with the chemo-

convulsant kainic acid (KA). KA is a cyclic analog of L-glutamate. It

is an agonist of ionotropic, non-NMDA glutamate receptors. It can be

administered intracerebrally or systemically and induces sustained neu-

ronal depolarization, which causes seizure generation [39]. KA can be

injected intracerebrally in the hippocampus, amygdala or lateral ventri-

cle [39, 40]. Usually, KA doses of 0.4 to 2 µg are administered, which

leads to convulsive SE 5 to 60 minutes after the injection [41]. A disad-

vantage of intracerebral administration is that it requires surgery, and

as such it is more labor-intensive and time-consuming. Additionally, an-

imals tend to have a lower seizure frequency after intracerebral injection

of KA, compared to systemic injection, which can be a disadvantage

when the effect of an intervention on seizure frequency is investigated.

KA can also be administered systemically. Initially, single doses of 12

to 18 mg/kg were administered intraperitoneally, subcutaneously or in-

travenously, but this was later optimized to multiple doses of 5 mg/kg

to reduce mortality [39, 42]. After the injection(s), the animals start

to display automatisms and a catatonic posture, myoclonic twitching

of the head and limbs, and wet-dog shakes [41]. Epileptiform patterns

can be seen on EEG, including interictal spikes in the entorhinal cortex,

and ictal discharges starting in CA3 and amygdala, and propagating to

thalamus, CA1 and frontal cortex. Epileptiform activity typically starts

in the hippocampus, before clinical symptoms are observed. Not only

interictal spike occur in the hippocampus, but also rhythmic patterns

in the gamma frequency range (25-40 Hz) [41]. The neuropathologi-

cal changes that occur after injection with KA include degeneration of
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pyramidal cells in CA1 and CA3, and loss of parvalbumin-positive in-

terneurons in CA1, entorhinal cortex and subiculum. Additionally, the

density of GABAergic interneurons decreases in the basolateral part of

the amygdala. Neurodegeneration after KA injections is bilateral and

also affects extra-temporal regions, such as entorhinal cortex, proximal

subiculum, claustrum, thalamus, caudate putamen and cerebral cortex

[41]. Two days after SE, gliosis, brain edema, or neuronal shrinkage

occur in piriform cortex, entorhinal cortex, olfactory bulb, substantia

nigra, thalamus, and mesencephalon. In dentate gyrus, dispersion of

the granule cell layer can be observed [41]. The disease progression af-

ter SE is characterized by a short latency phase of 7 to 9 days before

any spontaneous seizures occur, followed by an exponential increase in

seizure frequency, and eventually a plateau phase is reached around 17

weeks post-SE. While the progression of seizure frequency is similar in

all animals, the final seizure frequency during the plateau phase varies

between 14 and 49 seizures per day. Seizure consistently last around

56 seconds, which is similar to seizure duration in TLE patients, which

is around 60 seconds [43]. Because of the similarities between the KA-

induced rat model and patients with TLE in neuropathological changes,

EEG patterns and disease progression, and because of the low mortality

and the experience of the lab with this model, the intraperitoneal kainic

acid rat model was deemed the most appropriate rat model for TLE to

study changes in structural and functional network topology in this dis-

sertation. However, there are also some differences between the model

and TLE patients. While almost all rats become epileptic following SE,

only 37% of patients develop epilepsy one year after SE, and 56% of pa-

tients three years post-SE. Additionally, the left and right hippocampus

are very strongly connected in rats, which allows for seizures to spread

more easily between the hemispheres. In patients with TLE, on the other

hand, focal to bilateral clonic tonic seizures are rather rare, depending

on the patient [43].

Pilocarpine model Another chemoconvulsant that can be used to

induce status epilepticus in rodents in pilocarpine. Pilocarpine is a mus-

carinic acetylcholine receptor agonist [39]. It can be administered indi-
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vidually in a dose of 340 to 380 mg/kg, or in combination with lithium.

In the latter case, a subcutaneous injection of 3 mEq/kg lithium is fol-

lowed by 30 mg/kg pilocarpine, which leads to more reliable epilepsy

and a lower mortality rate [44]. Pilocarpine can also be injected intrac-

erebrally in the piriform cortex or hippocampus. The neuropathological

features of the pilocarpine model are similar to those of the KA-induced

model and human TLE, although lesions occur more in the neocortex

than the hippocampus. Neuronal loss can be found in hippocampus,

cerebral cortex, olfactory cortices, amygdala, thalamus and substantia

nigra. Other neuropathological features are the dispersion of the gran-

ule cell layer of the dentate gyrus and mossy fiber sprouting. EEG and

behavioral changes are similar to those found in the KA-induced models

and human TLE as well [39].

Electrical stimulation models Status epilepticus can also be in-

duced using electrical stimulation, although this is used less often than

chemoconvulsants [39]. Brain regions such as the perforant path, hip-

pocampus and amygdala can be stimulated with electrical pulse trains to

induce status epilepticus [45]. The neuropathological alterations caused

by this type of stimulation correspond well with the pilocarpine and

KA-induced models. Stimulation of the perforant path, amygdala and

angular bundle all cause neuronal loss in the hippocampus. In addition,

stimulation of the amygdala leads to neuronal loss in amygdala, piri-

form cortex, entorhinal cortex and thalamus, and causes aberrant mossy

fiber sprouting in dentate gyrus. Stimulation of the angular bundle leads

to extensive mossy fiber sprouting as well. While the histopathological

findings of this model are in line with those in the pilocarpine and KA-

induced models and human TLE, the need to implant electrodes makes

this model less straightforward than the chemoconvulsant models [39].

Kindling models

Unlike the previously described models, kindling models do not induce

status epilepticus immediately. Instead, repeated subconvulsant levels of

electrical stimulation or chemoconvulsants are used to trigger seizures.
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Once a seizure is evoked, the animal is fully kindled. Electrical stimu-

lation is used more often than chemoconvulsants [39]. Stimulation can

be applied to several brain regions, including hippocampus, amygdala

and olfactory regions [46]. The region most responsive to kindling is the

amygdala. The most commonly used chemoconvulsants are pentylenete-

trazole and bicuculline methiodide. For electrical stimulation, electrodes

are implanted in the target brain region. Subconvulsant stimulation is

applied repeatedly over several days to weeks. With each stimulation

session, more seizure after-discharges are present on EEG. After a few

weeks, seizures can be evoked by subconvulsant stimulation. Sponta-

neous seizures are rare in the kindling model [39].

The neuropathological features of kindling models are different from

those found in post-status epilepticus models or human TLE [39]. Kin-

dling of amygdala leads to neuronal loss and gliosis in the ipsilateral

hemisphere, ranging from the olfactory bulb over the amygdala-piriform

cortex to hippocampus and thalamus [47]. Aberrant mossy fiber sprout-

ing in dentate gyrus was reported after both electrical stimulation and

kindling with chemoconvulsants. Disadvantages of the kindling model

are that it requires the implantation of electrodes and takes a long time

to induce seizures. In addition, it resembles TLE less than post-status

epilepticus models, since spontaneous seizures are rare and the patholog-

ical features are different. The advantage is that it allows for controlled

stimulation of a specific area. The kindling model can be used to study

TLE without hippocampal sclerosis [39].
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3 | Structural and functional magnetic

resonance imaging

3.1 Magnetic resonance imaging

3.1.1 Introduction

75 to 80% of the human consists of hydrogen, which is present in water

and lipids. Magnetic resonance imaging (MRI) is an imaging technique

that uses the presence and characteristics of hydrogen to create an image.

Disease or injury are often associated with changes in the amount and

characteristics of water in tissue, and MRI can detect these changes and

be used as a diagnostic tool. In addition to visualizing anatomy and

pathology, MRI can be used to explore organ function, in vivo chemistry

and brain activity [1].

3.1.2 MRI scanner

The main component needed for MRI is a magnet that creates a strong,

static magnetic field. Most often a solenoidal superconducting electro-

magnet of niobium-titanium alloy wire is used. Liquid helium, sometimes

in combination with liquid nitrogen, is used to keep the temperature of

the magnet below 20° K. It is very important that the magnetic field is

homogeneous, meaning it changes very little within the regions of inter-

est. Because the magnetic field created by a superconducting magnet is

always present, only non-magnetic metal can be present in the MRI room

and special care has to be taken when imaging patients with surgical

implants or metal fragments in their body. Patients with magnetic pace-

makers or other crucial ferromagnetic implants should never be scanned.

45
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To obtain spatial information in MR imaging, three additional orthog-

onal magnetic fields are needed. These fields, called gradient fields, are

produced by gradient coils, loops of wire through which an electric cur-

rent can flow. A radio frequency signal is necessary to obtain an actual

MR image. This signal is generated by the radio frequency coils (Figure

3.1) [2].

Figure 3.1: Schematic representation of an MRI scanner, showing the mag-

net, gradient coils and radio frequency coils. Adapted from

BlueRingMedia/Shutterstock.com.

3.1.3 Basic principles of MRI

MR imaging is based on the principle that a nucleus that possesses spin

interacts with a magnetic field. Almost every element possesses spin,

i.e., it is constantly rotating around an axis at a fixed speed. This means

almost every element can be examined using MR, but the 1H nucleus

is by far used most often in MR imaging, mainly because it is so abun-

dantly present in the human body. Other isotopes that are sometimes

used in MRI are deuterium (2H), helium (3He), lithium (7Li), carbon

(13C), phosphorus (31P), nitrogen (15N), oxygen (17O) and fluor (19F).
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Hydrogen is a positively charged nucleus, so it does not only possess spin,

but also has a magnetic moment. In the absence of an external magnetic

field, all hydrogen atoms are oriented randomly, so their total magnetic

moment is zero. However, when an external magnetic field (B0) is ap-

plied, the hydrogen atoms align with the field and start to precess about

the magnetic field at the Larmor frequency, a frequency that depends

on the type of nucleus and the strength of the applied magnetic field:

ωL = γB0. This leads to a net magnetization M0 in the direction of the

external magnetic field (Figure 3.2) [2].

Figure 3.2: A) In the absence of a magnetic field, all hydrogen atoms are

randomly oriented, so their total magnetic moment is zero. B)

When an external magnetic field (B0) is applied, the hydrogen

atoms align with the field and start to precess about the magnetic

field at the Larmor frequency, which leads to a net magnetization

M=M0 in the direction of the external magnetic field (Adapted

from [2]).

3.1.4 Relaxation

The main concept of MRI is the transfer of energy. Energy is emitted in

the form of a radiofrequency pulse (rf) and absorbed by the protons in

the body. Then the protons reemit this energy and it is detected by the

scanner. This process is called relaxation. The radiofrequency pulse is

emitted at the Larmor frequency and with an orientation perpendicular

to B0, creating an effective field B1. When the protons absorb the energy

of the pulse, the direction of their rotation changes to an orientation that

is perpendicular to both B0 and B1. Usually, the radiofrequency pulse

causes the rotation to shift to the transverse plane, in which case it is

called a 90° pulse [2]. After the radiofrequency pulse has ended, the pro-
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tons start to return to their equilibrium orientation. During this process,

they emit energy at the Larmor frequency and start to precess around

B0. This creates a voltage in a receiver coil that is perpendicular to the

transverse plane, called free induction decay (FID) [2]. Relaxation is the

main contributor to image contrast in MRI. Two types of relaxation are

used: T1 and T2 relaxation. During T1 relaxation, or spin-lattice relax-

ation, excited protons transfer their energy to their surroundings. The

relaxation time T1 is the time it takes for the z component of the mag-

netization M to return to 63% of its initial value after the radiofrequency

pulse has ended [2]. T2 relaxation, or spin-spin relaxation, is the process

during which energy is transferred from one excited proton to another.

This causes a loss of phase coherence and decreases the magnitude of the

transverse component of M. The relaxation time T2 refers to the time

it takes for the transverse component of M to decay to 37% of its orig-

inal value. The main cause of loss of phase coherence is the movement

of neighboring spins because of molecular vibrations or rotations. This

causes the ‘real’ T2 relaxation. Another cause is nonuniformity of the

magnetic field B0. This contributes to T2*, the total transverse relax-

ation time [2]. The principle of relaxation is visualized in Figure 3.3. In

the presence of an external magnetic field, hydrogen atoms align with

the magnetic field and precess at the Larmor frequency. Following a 90°

rf pulse, the magnetization of the spins flips. Excited protons undergo

T1 or spin-lattice relaxation and T2 or spin-spin relaxation [3].

3.1.5 Spatial localization

To be able to localize a signal’s point of origin within the body, gradients

are applied to make the magnetic field spatially dependent. Gradients are

magnetic fields that create a small linear variation in the total magnetic

field. Because of this variation, the Larmor frequency of the protons

in the body varies depending on their position in the magnet. When

a radiofrequency pulse is emitted with a frequency that matches the

Larmor frequency of protons in a specific volume of the body (pixel or

voxel), only the protons in this volume will absorb and reemit the energy

of the pulse and will contribute to the image. By varying the frequency
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Figure 3.3: Principle of relaxation. (A) Hydrogen atoms align with the mag-

netic field and precess at the Larmor frequency. (B) Following

a 90° radio frequency pulse, the magnetization of the spins flips.

Excited protons undergo relaxation: (C) T1 or spin-lattice relax-

ation and (D) T2 or spin-spin relaxation [3].

and phase of the radiofrequency pulse, a complete image consisting of

voxels can be constructed (Figure 3.4). In the x, y and z directions, a

physical gradient is applied. The three physical gradients are linked to

three functional gradients used to construct an MR image: slice selection,

readout or frequency encoding, and phase encoding.

The slice selection gradient GSS , in combination with frequency-selective

excitation, is used to restrict MR signals to a two-dimensional plane,

or slice. The slice orientation, thickness and position depend on the

direction and amplitude of the gradient. By varying the frequency of the

rf pulse, different slices can be imaged. It is also possible to obtain signals

from multiple slices at the same time (multislice imaging) by emitting

multiple rf pulses with different frequencies [1, 2].

l

l

l

l

l
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Figure 3.4: Spatial localization. Step 1) Slice selection: a magnetic field gra-

dient GSS is applied during the rf excitation pulse to select a slice

of tissue. The Larmor frequency of the protons depends on the

position along the gradient and resonance only occurs where it

equals the frequency of the rf pulse, f0. Step 2) Phase encoding:

a phase encoding gradient, GPE , is applied in a direction along

the y direction, causing a phase shift that depends on the posi-

tion of the proton along the axis. Step 3) Frequency encoding:

a readout gradient, GRO, is applied perpendicular to the phase

encoding direction, while the MR signal echo is detected. The

Larmor frequency depends on the position along the gradient.

The detected MR signal from the slice contains many different

frequencies. Adapted from [5].
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The readout gradient GRO is used to obtain one of the dimensions of

the field of view (FOV) in the MR image. It is applied during the signal

detection and causes the excited protons to precess at a different fre-

quency depending on their location along the gradient direction. Based

on this frequency and the amplitude of the readout gradient, the loca-

tion of the protons can be calculated. The other dimension of the FOV

is determined by the phase encoding gradient GPE . The phase encoding

gradient is applied perpendicularly to GSS and GRO and causes excited

protons to precess slightly faster or more slowly. After the gradient is

turned off, the precession frequency returns to its original value, but the

phase is shifted. Depending on its location, a proton experiences a differ-

ent amount of phase shift. The closer to the edge of the FOV, the greater

the phase shift. GPE is applied several times with different amplitudes

and each time, the signal is detected. This way the entire FOV can be

imaged [2].

The measured MR signals are collected in a matrix, called the k-space,

which is the frequency-encoded representation of the MR signal. To

obtain the actual MR image in a spatially encoded format, a 3D Fourier

transformation has to be performed [4].

3.1.6 Spin echo and gradient echo

The FID is never measured directly, but echoes are created. Two types of

echoes are used: spin echo and gradient echo [1]. A spin echo is created

by emitting a second rf pulse of 180°, called a refocusing pulse. After the

excitation pulse, protons start to dephase and after a while, part of the

phase change depends on the applied magnetic field. When a 180° pulse

is then applied, spins are rotated 180°, changing the sign of the phase

change. If the phase change was smaller before the refocusing pulse, it

will be larger afterwards, but the phase will still change a bit faster.

Similarly, if the phase change was larger before the refocusing pulse, it

will be smaller afterwards, and change more slowly. This will cause the

spins to rephase, the FID will increase and reach a maximum. This is

the spin echo. The time between the excitation pulse and the spin echo

is called the echo time (TE). The refocusing pulse should be applied at
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half the echo time. Gradient echoes are created by applying magnetic

field gradients. This causes the field strength, and subsequently Larmor

frequency, to vary along the direction of the gradient. Protons start to

dephase and the FID quickly drops to zero. Then a second gradient is

applied, with the same amplitude but opposite direction, which reverses

the dephasing. The FID re-appears and its amplitude is highest when

the spins have rephased. This signal is called a gradient echo. The time

between the excitation pulse and the rephasing of the spins is the echo

time (TE) [5].

An MR image is obtained using a pulse sequence, i.e., a combination of rf

pulses, gradient pulses and timing that determines which type of image

is acquired. A spin echo sequence is used most often. In this sequence,

the rf pulse is followed by one or more 180° pulses. The time between

two excitation pulses is called the repetition time (TR). In a gradient

echo sequence, a gradient reversal is used to refocus the protons instead

of a 180° pulse [2].

3.1.7 Image contrast

Different image contrasts can be obtained depending on the repetition

time and echo time. The TR determines to what extent T1 relaxation

contributes to the contrast. A longer TR means that more of the exci-

tation pulse’s energy can be dissipated through spin-lattice relaxation,

so there will be less T1 weighting. The amount of T2 weighting in the

image depends on the TE. If the TE is longer, there is more dephasing

of protons, so lower signal amplitudes are obtained, and more signal is

obtained from tissues with a longer T2 [2].

Different tissues have a different T1 and T2. For example, T1 is long

in fluid, average in water-based tissues and short in fat-based tissues.

T2 is also the longest in fluid, and longer in water-based tissues than

in fat-based tissues (Figure 3.5). The image contrast also depends on

the proton density (PD) or the amount of hydrogen in a volume. PD is

higher in fluids, such as cerebrospinal fluid (CSF), than it is in tendon

or bone. Signal intensity is generally higher in tissue with a high PD.
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Overall, a short TE and short TR will lead to a T1-weighted image, a

long TE and long TR will lead to a T2-weighted image and a short TE

and long TR will lead to a PD-weighted image [1]. Examples of T1-, T2-

and PD-weighted images are shown in Figure 3.6.

Figure 3.5: Different tissues have a different T1 and T2 relaxation times. A)

T1 is long in fluid, such as cerebrospinal fluid (CSF), average

in water-based tissues, such as grey matter (GM), and short in

fat-based tissues, such as white matter (WM). B) T2 is longest

in fluid (CSF), and longer in water-based tissues (GM) than fat-

based tissues (WM) [6].

Figure 3.6: Example of a T1-weighted, T2-weighted and PD-weighted image

[7].
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3.1.8 Small animal MRI

When imaging small animals, such as rats or mice, it is important to

have a high spatial resolution. For human brain imaging, a resolution

of around 1 mm is used, while for rodent brain imaging, a resolution of

about 0.1 mm is necessary. This means that voxel sizes in rodent brain

imaging are about a 1000 times smaller than in human brain imaging.

The signal-to-noise ratio (SNR) is directly related to the voxel size, so it

is necessary to increase the SNR to obtain a high-quality image. One way

to do this, is to use higher field strengths [8]. Preclinical MR systems

usually use magnetic fields of 7 to 9.4 T, and sometimes even 11.7 T

[9]. In addition, dedicated transmit-and-receive coils are used. These

are placed very close to the body to obtain the best possible image

quality. Because of the small voxel size, stronger gradients are needed as

well. The SNR can also be increased using repeated signal acquisition,

however, this leads to longer acquisition times [8].

One important difference between imaging humans and animals is the

use of anesthesia to prevent motion [9]. Both injectable and inhalation

anesthetics can be used in small animals, but it is recommended to use

inhalation anesthesia. The advantages are the rapid onset and recovery,

and better control over the dose and maintenance time. Furthermore, in-

halation anesthesia is more quickly eliminated by the body via the lungs,

when compared to injectable anesthetics, which have to be metabolized

by the liver and passed by the kidneys, allowing for a faster recovery

[9]. Isoflurane is the most commonly used inhalation anesthetic in small

animal imaging. It is well tolerated, easy to control and there is no need

for endotracheal intubation [8].

When using anesthesia during functional imaging, it is important to

take into account its effects on the blood flow, blood oxygenation lev-

els, and cardiac and respiratory function [9]. Isoflurane is known to

affect functional connectivity, so for functional MRI, the injectable anes-

thetic medetomidine is a better choice. Using medetomidine, an alpha2-

adrenoreceptor agonist, functional connectivity maps were found in ro-

dents that were comparable to those in humans. Another option is to
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use alpha-chloralose, however, this type of anesthesia requires intubation

and mechanical ventilation. Medetomidine on the other hand is nonin-

vasive, so it can be used for longitudinal experiments. Therefore, it is

the preferred option [8].

Anesthesia typically causes autonomic nervous system depression, which

leads to cardiovascular and respiratory depression and hypothermia. There-

fore, physiological monitoring is crucial [9]. The respiratory rate can be

assessed by placing a pressure sensor on the animal’s chest to detect

breathing motion. To monitor heart rate, an electrocardiograph (ECG)

system with dedicated electrodes can be used. The recording of respi-

ratory and heart rate can also be used to reduce motion artefacts, for

example by using gating systems during image acquisition. Finally, it is

important to monitor and maintain body temperature. Core tempera-

ture can be measured using a rectal thermometer. Hypothermia can be

counteracted using external heating, such as circulating hot water blan-

kets, blowing air, infrared light, electric pads or bubble wrap [9]. For

MRI, it is important that the monitoring equipment does not contain

any ferromagnetic material due to the high magnetic field. The equip-

ment should not emit radio frequencies that might interfere with imaging

and its power source should be filtered and isolated, or a battery should

be used [9].

3.2 Diffusion-weighted magnetic resonance imag-

ing

3.2.1 Basic principles of diffusion-weighted MRI

Introduction

In a glass of water, water molecules are constantly moving. Since they

are not obstructed, they can move equally in all directions. This is

called isotropic diffusion. If these molecules are hindered by a boundary,

diffusion is no longer equal in all directions, which is called anisotropic

diffusion. The displacement of water molecules can be measured using

diffusion-weighted MRI (dMRI). Based on the amount and the direction
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of diffusion, information about the local environment of the molecules

can be obtained. For example, in cerebrospinal fluid, water molecules can

move freely in all direction and diffusion is isotropic. In grey and white

matter, diffusion is restricted by boundaries, such as cell membranes,

which will lead to changes in the measured MRI signal. In white matter

tracts, the boundaries are coherently oriented, so the change in MRI

signal will depend on the measured direction. In the brain, diffusion

is obstructed by different types of boundaries, such as macromolecules,

organelles and cell membranes. Depending on the type of boundaries and

diffusion, the measured MRI signal will be affected differently. Based on

the changes in the MRI signal in different directions, information can be

obtained about the underlying tissue structure [10].

Its ability to quantify diffusion in neural tissue has made dMRI a useful

technique to investigate the healthy and diseased brain. In addition,

it has been used to assess muscles and other organs, including kidney

and prostate. Diffusion-weighted MRI has been particularly useful in

the management of acute ischemia and the assessment of brain lesions.

Because it allows for the visualization and segmentation of white matter

fiber bundles, dMRI can be used in the planning of neurosurgery [10].

Diffusion

Diffusion is the random Brownian motion of particles. At room temper-

ature, water molecules are constantly moving because of their intrinsic

thermal energy. They collide with other water molecules and change

direction. In a free body of water, the molecules are free to move, only

hindered by other water molecules. This is called free diffusion. The

displacement of the molecules follows a zero-mean Gaussian distribu-

tion, i.e., shorter displacements are more likely to occur and, most likely,

the total displacement will be zero. Because the diffusion is not hin-

dered, it is independent of direction. This is called isotropic diffusion.

In the brain, boundaries are present that restrict diffusion. This can

be detected with diffusion-weighted MRI. At room temperature, water

molecules move about 25 µm in 50 ms, a relevant time window in dMRI.

This length is similar to the size of many cellular structures in the brain.
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This allows for the detection of the geometric properties and structure

of tissue using dMRI [10, 11].

In biological tissue, two more types of diffusion occur: restricted diffusion

and hindered diffusion. Diffusion is called restricted when the movement

of water molecules is impeded by impermeable boundaries. In the brain,

restricted diffusion occurs when water molecules are trapped within a

cell boundary, i.e., in the intracellular space. The molecules can still

move, but only within the cell. Diffusion is called hindered when water

molecules are obstructed by an obstacle but are not entirely trapped.

In this case, diffusion is reduced perpendicularly to the obstacle. In the

brain, this occurs in the extracellular space. Restricted and hindered

diffusion are illustrated in Figure 3.7. Cylindrical boundaries, which are

numerous in the brain, reduce the amount of diffusion perpendicular to

its axis, while diffusion along the axis is unhindered. This means that

diffusion is directionally dependent, which is called anisotropic diffusion

[10].

Figure 3.7: Restricted (red) and hindered (blue) diffusion. Red molecules

can only move within the boundaries. Blue molecules can move

around freely, but are hindered by the boundaries [10].
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Diffusion in the brain depends on the presence of cellular structures that

create boundaries. Several characteristics such as the cell membrane,

viscosity of the intracellular space and subcellular structures can affect

the diffusion of water molecules inside and outside the cell. Grey matter

has a very complicated organization, containing neuron bodies and a

mesh of dendrites and glial cells. This means that the diffusion properties

in grey matter are very complex as well, so it is difficult to interpret

dMRI results in grey matter. White matter, on the other hand, consists

of tight bundles of thousands or millions of coherent and tightly packed

axons. The water molecules in the intra-axonal space diffuse mainly

in the direction of the axon bundle. These molecules are confined by

the cell boundaries, so diffusion is restricted. In the extracellular space,

the movement of water molecules is influenced by the lattice structure

of the axons. Here, the diffusion is hindered. Imaging the diffusion of

water in white matter can provide information about the location and

orientation of axon bundles in the brain. As such, structural connectivity

in the brain can be investigated using dMRI [10].

Diffusion-weighted imaging

To detect diffusion in the MRI signal, a Pulsed Gradient Spin Echo

(PGSE) sequence can be used (Figure 3.8). In this sequence, an extra

magnetic field gradient is applied before and after the refocusing pulse.

Protons precess at a frequency that is proportional to the magnetic field

they are subjected to, so when a magnetic field gradient is applied, the

precession frequency varies along the direction of the gradient. In a

PGSE sequence, first an excitation rf pulse is applied that flips the mag-

netization to the transverse plane (Figure 3.9(a)). Then, a short pulsed

gradient is applied which causes the spin magnetization to dephase, be-

cause the precession frequency depends on the position along the gradient

(Figure 3.9(b)). Next, the refocusing pulse rotates the spins 180° (Fig-

ure 3.9(c)). The second pulsed gradient then rephases the spins. If there

is no diffusion, the magnetization will rephase completely because the

molecules experience the same magnetic field. If there is free diffusion,

the molecules move between the start of the first and the second gradi-
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ent. This means they experience a different magnetic field and precess

at a different frequency, so the phase of their magnetization is different

after the second gradient than after the first one. Because the molecules

can move freely in all directions, the net magnetization is reduced and

the acquired signal will be attenuated (Figure 3.9(d)) [12].

Figure 3.8: Pulsed Gradient Spin Echo (PGSE) sequence. An extra magnetic

field gradient is applied before and after the refocusing pulse [10].

The signal acquired using a PGSE sequence follows the Stejskal-Tanner

equation [12]:
S

S0
= e−(γ2G2δ2(∆−

δ
3
))D (3.1)

With δ the gradient duration, ∆ the time between the start of the gra-

dients, G the gradient strength, γ the gyromagnetic ratio, S the signal,

S0 the signal without diffusion weighting and D the diffusion constant.

This formula can be simplified using the b-value, a combination of G, δ

and ∆:

S

S0
= e−bD with b = γ2G2δ2(∆−

δ

3
) (3.2)

The signal decays exponentially depending on the properties of the gra-

dients and the diffusion constant. The gradients applied for spatial local-

ization can have an influence on the signal as well, but are often canceled

out using b-zero images [10].

The amount of diffusion weighting that is applied is determined by the

b-value, expressed in s/mm2. The higher the b-value, the more diffusion-

weighted the image, but also the more the signal is attenuated. A b-value
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Figure 3.9: Magnetization during PGSE sequence. First an excitation rf

pulse is applied that flips the magnetization to the transverse

plane (a). Then a short pulsed gradient is applied that causes

the spin magnetization to dephase, because the precession fre-

quency depends on the position along the gradient (b). Next, the

refocusing pulse rotates the spins 180° (c). The second pulsed

gradient then rephases the spins. If there is no diffusion, the

magnetization will rephase completely because the molecules ex-

perience the same magnetic field. If there is free diffusion, the

molecules move between the start of the first and the second gra-

dient. This means they experience a different magnetic field and

precess at a different frequency, so the phase of their magnetiza-

tion is different after the second gradient than after the first one.

Because the molecules can move freely in all directions, the net

magnetization is reduced and the acquired signal will be attenu-

ated (d) (Adapted from [10]).
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of zero means there is no diffusion weighting. Usually one or more images

with zero b-value (b-zero images) are acquired at the beginning of a scan

for normalization. Choosing the b-value is a compromise between the

signal-to-noise ratio and contrast. Higher b-values can provide more

details on tissue structure, but the signal-to-noise ratio is lower [13].

In free diffusion, the diffusion constant D corresponds with the self-

diffusion coefficient, which quantifies the freedom of movement of a water

molecule. At room temperature, the diffusion constant of water is about

2.2 10−3 mm2/s. In the brain, free diffusion only occurs in a few lo-

cations, such as the ventricles that are filled with cerebrospinal fluid

(CSF). In other tissues, intra- and extracellular components and cellular

membranes cause hindered and restricted diffusion. This means that the

diffusion constant no longer represents the self-diffusion coefficient, but

an apparent diffusion coefficient (ADC). The ADC varies as a function

of the b-value and is lower than the self-diffusion coefficient, because hin-

dered and restricted water molecules can diffuse less than freely moving

molecules. The attenuation of the ADC is more prominent for higher

b-values, because a longer diffusion time allows for more collisions of wa-

ter molecules with boundaries, which increases the difference with free

diffusion. Since the ADC is sensitive to the amount of hindered and

restricted diffusion, it can be used to examine the cells that make up the

boundaries. This way the properties and microstructure of tissues can

be investigated [11].

The MRI signal is only sensitive to diffusion along the direction of the

applied magnetic field gradient. In the case of free diffusion, such as in

CSF, this is not a problem, because free diffusion is independent of direc-

tion. However, in white matter, diffusion is anisotropic. Water molecules

diffuse more easily in the direction of the axon bundles than perpendic-

ular to them. Depending on the direction of the magnetic field gradi-

ent, different diffusion-weighted images will be obtained. This means

that by applying gradients in different directions, information about the

anisotropy of tissue microstructure can be obtained. For example, Figure

3.10 shows diffusion-weighted images (DWIs) acquired along the x-axis

(left to right), y-axis (back to front) and z-axis (bottom to top). The red
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arrow indicates the genu of the corpus callosum. In this region, DWI-

intensity is low along the x-axis and higher along the y- and z-axis. This

indicates that diffusion is higher along x and lower along y and z, which

suggests that there is an axon bundle that runs along the left-right axis.

This is indeed true, as the corpus callosum is a white matter tract that

connects the left and right hemispheres. In practice, more than three

gradient directions are used to acquire a diffusion-weighted image. The

more directions, the more accurate the DWI, but the longer the scanning

time. The information about the directions of the magnetic field gradi-

ents is summarized in a gradient table. In this table, each row represents

a DWI and its corresponding gradient direction and b-value [10].

Figure 3.10: Diffusion-weighted images (DWIs) acquired along the x-axis

(left to right), y-axis (back to front) and z-axis (bottom to top).

The red arrow indicates the genu of the corpus callosum. In this

region, DWI-intensity is low along the x-axis and higher along

the y- and z-axis [10].

DWIs are affected by T2 shine-through, i.e., high intensity can be caused

by a high T2 intensity rather than hindered or restricted diffusion. That

is why DWIs are first normalized using the b-zero images. To visualize

the information of DWIs acquired with multiple gradient direction, a

spherical polar plot can be used (Figure 3.11). In this plot, each voxel

is represented as a sphere of which the radius corresponds with the MRI

signal along a three-dimensional angle. In addition, colors are used to

indicate directions: red corresponds with left to right, green with back to

front and blue with bottom to top. A plot of the DWIs can be confusing,
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because a higher intensity corresponds with less diffusion. Therefore,

ADC plots are often used. In these plots, a higher value corresponds

with more free diffusion [10].

Figure 3.11: Spherical polar plot of DWIs (top) and ADC (bottom). In this

plot, each voxel is represented as sphere of which the radius cor-

responds with the MRI signal along a three-dimensional angle.

Colors indicate directions: red corresponds with left to right,

green with back to front and blue with bottom to top. In the

DWI plot, a higher intensity corresponds with less diffusion. In

the ADC plot, a higher value corresponds with more free diffu-

sion. The red rectangle shows the genu of the corpus callosum

[10].
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3.2.2 Diffusion-weighted MRI analysis methods

Preprocessing

Diffusion-weighted MRI is affected by typical artifacts, for which some

corrections are needed during image preprocessing. Some of the most

common artifacts in dMRI and their corrections are discussed below

[10].

Correction for eddy current-induced distortions During the ac-

quisition of dMRI images, diffusion-sensitizing gradients are switched

on and off very fast. This creates a changing magnetic field, which in-

duces current in conductors in the field. These currents are called eddy

currents, since they are similar to swirling eddies in a river. The eddy

currents induce additional magnetic gradient fields which influence the

diffusion gradient. The overlap between the altered diffusion gradient

and the spatial encoding gradient can produce geometric distortions and

lead to misalignment of the DWIs. Because the diffusion gradient is

different from what is expected, diffusion may be estimated incorrectly.

The geometric distortions in the DWIs are visible in the phase-encoding

direction and depend on the direction of the eddy current gradient. The

misalignment can be seen as increased fractional anisotropy at the edges

of the brain, typically in the phase-encoding direction. Several methods

can be used to correct for eddy current-induced distortions during im-

age preprocessing. The DWIs are usually registered to the b-zero image

using mutual information. In Figure 3.12a, the effect of eddy current-

induced distortion is visible on a directionally encoded color (DEC) map

of diffusion as high anisotropy at the edges of the brain in the phase-

encoding direction (i.e., x-direction). The DEC map after correction for

eddy current-induced distortion is visualized in Figure 3.12b [14, 15].

Correction for subject motion Because of the long acquisition time

of DWIs, subject motion is almost impossible to avoid. Motion occurs

in six directions: three translations (x-, y- and z-direction) and three

rotations (yaw, pitch and roll), and leads to misregistration of the DWI

volumes. Similarly to eddy current-induced distortions, this can be seen
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Figure 3.12: The effect of eddy current-induced distortion on a DEC map:

(a) distortions are visible as high anisotropy at the edges of the

brain in the phase-encoding direction, (b) the DEC map after

correction for eddy current-induced distortions [10].

as high anisotropy at the edges of the brain, but it is present on all sides

of the brain, not just in the phase-encoding direction. Correction for

subject motion usually consists of image registration using six parameters

for translation and rotation. This correction is typically performed at

the same time as the correction for eddy currents. It is important to

take into account that a DWI contains information about the gradient

directions, so if a DWI is rotated, the b-matrix should be rotated as

well. In Figure 3.13, the effect of subject motion on a DEC map is

visualized. Anisotropy can be high at the edges of the brain or there

can be an overall change in anisotropy. Misalignment can also be seen

as an increased standard deviation across the DWIs at the edges of the

brain. The effect of correction for subject motion on the DEC maps and

standard deviation are visualized as well [14, 15].

Correction for susceptibility-induced distortions Different tis-

sues have different magnetic susceptibilities, which can cause variations

in the magnetic field B0. Differences in susceptibility are most promi-

nent where air-filled sinuses are close to bone or tissue. Especially echo-

planar images (EPI) are highly affected by differences in susceptibility,

because an entire image volume is acquired within a single excitation.

Susceptibility-induced distortions can cause the signal of several voxels to
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Figure 3.13: The effect of subject motion on a DEC map: (a) anisotropy is

high at the edges of the brain or (b) there is an overall change

in anisotropy, (c) standard deviation across the DWIs is high

at the edges of the brain and (d), (e) and (f) show the effect of

correction for subject motion on (a), (b) and (c), respectively

[10].

be compressed into one voxel (signal pile up) or they can cause the signal

from one voxel to be stretched out over multiple voxels (signal smear-

ing). Distortions on the DWIs become visible when the images are fused

with an anatomical image, such as a T1- or T2-weighted image, which

is affected less by susceptibility differences. This anatomical image can

also be used to correct for susceptibility-induced distortions using non-

rigid image registration. In Figure 3.14, a DEC map is overlaid on an

undistorted anatomical image. The white arrows indicate misalignments

near the brain stem and corpus callosum due to susceptibility-induced

distortions in the DWI (a). In (b), the misalignments are resolved after

correction for susceptibility-induced distortions [15].
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Figure 3.14: A color FA map overlaid on an undistorted anatomical image.

White arrows indicate misalignments near the brain stem and

corpus callosum due to susceptibility-induced distortions in the

DWI (a). In (b), the misalignments are resolved after correction

for susceptibility-induced distortions [10].

Correction for Nyquist ghosting A hardware related DWI artifact

is Nyquist ghosting. Because there is a time difference of a few microsec-

onds between the application of the readout gradient and the acquisition

of the image, the data is shifted in the k-space, which can be seen in

the image as a “ghost”, i.e., the image contains a copy of the subject

shifted by half the field of view [10]. To correct for Nyquist ghosting,

a reference scan can be acquired during the scanning session. Based on

this reference scan, which contains several readouts through the center

of the k-space, the difference between positive and negative readouts can

be determined. For longer scans, multiple reference images need to be

acquired throughout the scan. It is also possible to correct for Nyquist

ghosting during preprocessing. First, separate images are generated from

the odd and even echoes. Then, the phase maps of these images can be

used to compute a phase correction and one corrected image can be re-

constructed [16]. In Figure 3.15, a DWI with Nyquist ghosting (left) and

after correction (right) is visualized.
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Figure 3.15: A DWI with Nyquist ghosting (left) and after correction (right).

Nyquist ghosting can be seen as a copy of the subject shifted by

half of the field of view [10].

Gibbs ringing correction A common artifact in MRI is Gibbs ring-

ing. High frequencies are needed to visualize the transition between

tissues with a very different intensity, such as CSF and white matter.

However, during the acquisition of the k-space, very high frequencies

that exceed the acquisition window are assumed to be zero. This causes

a ringing artifact in the image. Gibbs ringing artifacts are most pro-

nounced in non-DWIs, since they have the largest intensity differences.

In Figure 3.16, a ringing artifact can be seen at the transition between

CSF and white matter on a b-zero image (a) and a DEC map (b).

Gibbs ringing artifacts can be visualized by calculating voxels with phys-

ically implausible signals. In these voxels, signal intensity is higher in the

DWIs than the non-DWI, which is not correct, because diffusion leads

to signal decay. In Figure 3.16, these voxels are visualized overlaid on a

map of fractional anisotropy (described below) (c).

One way to correct for Gibbs ringing artifacts is the total variation ap-

proach. In this approach, a term that preserves edge information but

minimizes the contribution of transitions with large intensity differences,

is used to correct the images [10].
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Figure 3.16: Gibbs ringing artifact. A ringing artifact can be seen at the

transition between CSF and white matter on a b-zero image (a)

and a DEC map (b). In (c), voxels with physically implausible

signals (red) are overlaid on a map of fractional anisotropy. In

(d-f), the same images are shown, but after Gibbs ringing cor-

rection [10].

An alternative approach is based on local subvoxel-shifts. The idea be-

hind this approach is that the k-space can be seen as a convolution of the

image and a sinc-function. If the image is reconstructed on a discrete

grid, the severity of the ringing artifacts in the image depends on the

location of a transition between tissues with a high intensity difference

(edge) with respect to the sampling of the sinc-function. The ringing arti-

facts will be more severe if the side lobes of the sinc-function are sampled
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at their extrema (Figure 3.17a) and disappear when the side lobes are

sampled at the zero crossings (Figure 3.17b). To minimize the ringing

artifacts, the images can be re-interpolated based on local, subvoxel-

shifts so that the ringing pattern is sampled at the zero-crossings of the

sinc-function [17].

Figure 3.17: An image with a transition between tissues with a high inten-

sity difference (black edge) is reconstructed from the k-space.

The image is reconstructed on a discrete grid (blue). Ringing

artifacts are more severe if the side lobes of the sinc-function

are sampled at their extrema (a) and are minimal when the side

lobes are sampled at the zero crossings (b) [17].

Denoising DWIs typically have a low signal-to-noise (SNR) ratio be-

cause the diffusion-weighting causes signal-attenuation and the long echo

time causes T2 relaxation. The images are often affected by thermal noise

that interferes with a visual inspection of the image and with quantitative

interpretation of diffusion processes. Therefore, a common preprocess-

ing step is denoising, i.e., minimizing the variance of the DWI signals.

One way to do this is to use weighted averages of voxels based on metric

similarity, however, this can lead to a lower spatial resolution and an

increase in partial volume effects. Another approach is total variation

minimization, which can remove local noise variation while the edges in

the images are preserved. However, this technique is not ideal, since it

depends on a regularization term, reconstruction artifacts can be intro-

duced, only thermal noise is removed, and fine anatomical details may be

lost. Alternatively, principal component analysis can be used to remove

noise. The idea behind this is that only a few components will contain

signal-related variance, while noise will be present in all components, so

only those components which contribute most to the total variance are
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used for further analysis. The number of relevant components depends

on several factors including resolution, b-value and SNR, so it is difficult

to determine objectively how many components should be selected. Ve-

raart et al. [18] describe a method to objectify this selection based on

random matrix theory.

Diffusion tensor imaging

The most commonly used model for the analysis of DWIs is diffusion

tensor imaging (DTI). In this model, the ADC values in function of

the gradient direction are represented as a tensor D. This tensor is a

symmetric 3 X 3 matrix with 6 free parameters:

D =







Dxx Dxy Dxz

Dxy Dyy Dyz

Dxz Dyz Dzz






(3.3)

The tensor can be evaluated for a gradient direction, represented by a

three-element unit column vector g (Equation 3.4), using the expression

in Equation 3.5, with gT the transpose of g.

g =







gx

gy

gz






(3.4)

gTDg = g2xDxx+g2yDyy+g2zDzz+2gxgyDxy+2gxgzDxz+2gygzDyz (3.5)

This results in one scalar number, which is the value of the tensor model

along the direction g. The tensor, which represents the ADC values, can

then be filled in in the Stejskal-Tanner equation (Equation 3.2):

S

S0
= e−bgTDg (3.6)

This is the basis of DTI and shows the relationship between the exper-

imental parameter b, and g, the measured signals S and S0, and the

diffusion tensor model D. If a DWI image is acquired, all parameters in

Equation 3.6 can be filled in, except for the diffusion tensor model D. To
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obtain the six parameters of D, at least six equations are necessary, so

at least six DWIs with different gradient directions and a b-zero image

need to be acquired. If more than 6 DWIs are acquired, the equation

system is overdetermined, so it is no longer possible to obtain a single

solution, but it can help to reduce noise [10].

The parameters of D can be split up in three diagonal parameters (Dxx,

Dyy and Dzz) and three off-diagonal parameters (Dxy, Dxz and Dyz). The

diagonal parameters correspond with the ADC values along the x-, y-

and z-axis. The off-diagonal parameters are the covariance between the

pairs of axes, because the diffusion tensor is a covariance matrix. These

parameters do not have a direct practical meaning. If the off-diagonal

parameters are zero, the tensor is aligned with the x-, y- and z-axis. In

this case, the diagonal parameters describe the shape and size of the ten-

sor in a meaningful way. If the tensor is not aligned with these predefined

axes, a new set of axes can be determined using eigendecomposition. In

eigendecomposition, the original tensor is rewritten as:

D =









...
...

...

ǫ1 ǫ2 ǫ3
...

...
...









.







λ1 0 0

0 λ2 0

0 0 λ3






.







. . . ǫ1 . . .

. . . ǫ2 . . .

. . . ǫ3 . . .






(3.7)

The diagonal elements λ1, λ2 and λ3 are called eigenvalues. Each of

these corresponds with an eigenvector ǫ1, ǫ2 and ǫ3. The eigenvalues are

the ADC values along the eigenvectors and describe the shape and size of

the tensor. The eigenvector ǫ1 corresponds with the largest eigenvector

λ1 and is referred to as the principal eigenvector. This eigenvector indi-

cates the local orientation of the axon bundle. The eigenvectors can be

visualized in a DEC map (Figure 3.18). This map only provides informa-

tion about the orientation of the eigenvectors, not about the magnitude,

since all eigenvectors have unit length. The orientation is visualized us-

ing colors: red corresponds with the left-right direction, green with front

to back and blue with bottom to top.

A more common and simple visualization that only shows the most im-

portant characteristics of the diffusion tensor is tensor glyphs. Glyphs
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Figure 3.18: Top: Maps of the eigenvalues (λ1, λ2, λ3). Bottom: Direction-

ally encoded color (DEC) maps of the eigenvectors (ǫ1, ǫ2, ǫ3).

can be cuboids or ellipsoids, but ellipsoids are used most often. The

dimensions of the ellipsoid are aligned with the eigenvectors and corre-

spond to the eigenvalues. This type of visualization is more practical

than the spherical polar plot because the ellipsoids are actually mean-

ingful when they are scaled using the square roots of the eigenvalues

(Figure 3.19). In this case, a water molecule that starts to diffuse from

the center of the ellipsoid has an equal chance of arriving at any point

on the surface of the ellipsoid after a fixed time period [10].

From the eigenvalues, several diffusion tensor measures can be derived.

These measures provide information about the size or shape of the dif-

fusion tensor, but are rotationally invariant, i.e., they do not depend on

the orientation. The first measure is mean diffusivity (MD):

MD =
λ1 + λ2 + λ3

3
=

Dxx +Dyy +Dzz

3
(3.8)

MD is the average of the eigenvalues and is related to the size of the

tensor. It represents the overall mean squared displacement of water
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Figure 3.19: Visualization of the diffusion tensor as an ellipsoid, of which the

dimensions are aligned with the eigenvectors and correspond

with square roots of the eigenvalues.

molecules or the overall diffusivity in a voxel. MD is low in white and

grey matter and high in the ventricles, where there is free diffusion. Re-

lated measures are axial diffusivity, which is equal to the first eigenvalue,

and radial diffusivity, which is the average of the second and third eigen-

value. Axial diffusivity, also called longitudinal or parallel diffusivity,

is the diffusivity along the principal eigenvector. Radial diffusivity, or

transverse or perpendicular diffusivity, corresponds with the diffusivity

perpendicular to the principal eigenvector. Axial diffusivity is sometimes

associated with axonal damage and radial diffusivity with axonal density,

myelin integrity, axonal diameter and fiber coherence, but diffusion di-

rections can change in pathological tissue, so the biological interpretation

of these measures should be done with caution [19].

Another measure is fractional anisotropy (FA):

FA =

√

3

2
.

√

(λ1 − λ)2 + (λ2 − λ)2 + (λ3 − λ)2
√

λ2
1 + λ2

2 + λ2
3

with λ =
λ1 + λ2 + λ3

3

(3.9)

This is the standard deviation of the eigenvalues divided by their root

mean square and is related to the shape of the tensor. It quantifies the

ratio between the anisotropic component of the diffusion tensor and the

complete tensor. FA is a value between zero and one, with zero cor-
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responding with completely isotropic diffusion and one with completely

anisotropic diffusion. FA is highest in white matter [19]. The FA values

can also be used as a weight for the DEC map (Figure 3.20). FA can

be seen as a quantitative biomarker of white matter integrity. A reduc-

tion in FA is often associated with neurodegenerative processes, while

FA seems to increase during development and improved performance.

However, FA is influenced by several factors, such as the degree of myeli-

nation, axon packing, membrane permeability, internal axonal structure

and tissue water content. Because of this, it is difficult to determine to

which of these factors a change in FA can be attributed. Additionally,

crossing fiber bundles can lead to a lower FA [10].

Figure 3.20: Maps of mean diffusivity (MD), fractional anisotropy (FA) and

DEC FA.

The main advantage of DTI is that it reduces complex information into

a few simple, sensitive and useful measures. However, this also leads to

some limitations. First, there is the lack of specificity of the DTI mea-

sures. It is not possible to attribute changes in DTI measures to one

biological or pathophysiological factor, which complicates the interpre-

tation of these changes. In addition, the simplification of the DTI model

requires several assumptions that are not met in reality. For example,

the model assumes that the diffusion has a Gaussian distribution, which

is not the case for intracellular water. A model that does take non-

Gaussianity into account is diffusion kurtosis imaging (DKI), which will

be described in the next paragraph. The DTI model also assumes that

all voxels contain a single fiber direction, while in reality, many vox-

els contain crossing fibers. The crossing fiber problem and an analysis
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method that can resolve it, will be described later. The presence of

crossing fibers can affect the DTI measures, and fractional anisotropy

in particular. Another factor which influences the DTI measures is the

partial volume effect. This is the presence of different tissue organiza-

tions, such as CSF and white matter, in one voxel. In the DTI model,

the contributions of the different tissue types are averaged out and result

in a single dominant diffusion direction. Depending on the location of

a voxel, it will be affected more or less by the partial volume effect. A

voxel in the middle of a white matter bundle will be affected less than

a voxel close to the ventricles. Partial volume contamination by CSF in

particular, can greatly affect the DTI measures [10].

Diffusion kurtosis imaging

In free diffusion, the displacement of water molecules follows a Gaussian

distribution. Small displacements are more likely to occur than larger

ones and on average, the total displacement is zero. In the brain, free

diffusion only occurs in the CSF in the ventricles. In other brain tissues,

diffusion is hindered or restricted. Hindered diffusion follows a Gaussian

distribution as well, but restricted diffusion does not. In Figure 3.21,

the squared displacement in function of the diffusion time is visualized.

For both free and hindered diffusion, the squared displacement increases

linearly with diffusion time. The slope is smaller for hindered diffusion,

because the displacement is slowed down by obstacles. For restricted

diffusion, the squared displacement reaches a maximum. This is the

maximum displacement that is allowed within the boundaries. Most

voxels contain tissue with both hindered and restricted diffusion, so the

assumption of Gaussian diffusion does not hold. A more advanced model

which takes the deviation from the Gaussian distribution, called excess

kurtosis, into account, is diffusion kurtosis imaging (DKI). Describing

kurtosis in addition to the diffusion coefficient leads to a better model of

the diffusion process [20].
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Figure 3.21: The squared displacement in function of diffusion time. For

free and hindered diffusion, the squared displacement increases

linearly with diffusion time. The slope is smaller for hindered

diffusion, because the displacement is slowed down by obsta-

cles. For restricted diffusion, the squared displacement reaches

a maximum. This is the maximum displacement allowed within

the boundaries [10].

Figure 3.22: Distributions with a different kurtosis. If kurtosis is zero, the

distribution is Gaussian. If kurtosis is positive, the distribution

is more peaked and if kurtosis is negative, it is less peaked [10].
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The dimensionless parameter kurtosis quantifies the deviation of a dis-

tribution from a Gaussian distribution. It indicates the peakedness or

sharpness of the distribution. In Figure 3.22, several distributions with

a different kurtosis are visualized. If kurtosis is zero, the distribution is

Gaussian. If kurtosis is positive, the distribution is more peaked and if

kurtosis is negative, it is less peaked. Because in DWI, voxels contain

both hindered and restricted diffusion, kurtosis will only be positive. In

the Stejskal-Tanner equation (Equation 3.2), kurtosis can be taken into

account by adding an extra kurtosis term:

S

S0
= e−bDapp+

1
6
b2D2

appKapp (3.10)

The parameter Kapp is the apparent kurtosis coefficient, the kurtosis

equivalent of the apparent diffusion coefficient Dapp. Like Dapp, Kapp

depends on the diffusion time and characterizes kurtosis in the direction

of the magnetic field gradient. The kurtosis term depends on b squared,

so the diffusion-weighted signal will decay non-mono-exponentially. Be-

cause diffusion in white matter is anisotropic, a single Dapp and Kapp

value are not sufficient to accurately describe hindered diffusion. To

take into account the directionality, Dapp and Kapp are replaced with a

diffusion tensor D and diffusion kurtosis tensor W, respectively. W is a

symmetric fourth rank 3D tensor with 15 independent components. D

contains 6 independent parameters, so in total 21 independent param-

eters need to be calculated. Therefore, at least 21 DWIs in at least 15

different gradient directions and a b-zero image have to be acquired for

DKI. In addition to this, at least three different b-values are needed, as

well as typically higher values than used for DTI.

As described previously, using DTI, several diffusion measures can be

calculated based on the eigenvalues and eigenvectors of the diffusion

tensor, such as MD, AD, RD and FA. Using DKI, these measures can be

quantified more objectively and more accurately because the influence

of the b-value is reduced. In addition, several kurtosis measures can be

calculated, such as axial, radial and mean kurtosis. Axial kurtosis is

kurtosis evaluated along the principal diffusion direction, radial kurtosis

is the mean kurtosis in the plane perpendicular to the principal diffusion
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direction, and mean kurtosis is the average apparent diffusion kurtosis

coefficient. Kurtosis measures seem more sensitive to properties of tissue

microstructure and less sensitive to confounders. Therefore, they are

thought to be a more robust biomarker [20].

A limitation of DKI is the risk of over-interpretation. DKI is a math-

ematical model and does not include biophysical modeling. The only

thing that can be concluded from changes in DTI or DKI measures is

that there is a change in the tissue microstructure that affects diffusion

of water molecules. A way to obtain more information about the bio-

physical meaning of the DKI metrics is to use a two-compartment model.

In this type of model, a distinction is made between two non-exchanging

compartments in white matter: the intra-axonal space and extra-axonal

space [10]. Several of these models have been described, but here, only

the white matter tract integrity (WMTI) model developed by Fieremans

et al. [21] will be discussed in more detail. In the WMTI model, it is

assumed that white matter contains two non-exchanging compartments:

the intra-axonal space (IAS) and the extra-axonal space (EAS). The IAS

consists of myelinated axons that are modeled as long impermeable cylin-

ders. Unmyelinated axons, dendrites and glial processes can contribute

slightly to IAS as well. The protons in myelin are invisible on DWI

because of their short T2 relaxation times. The EAS is modeled as an

effective medium. Glial cells in the EAS are highly permeable, so they

do not restrict diffusion. The diffusion in IAS and EAS is assumed to be

Gaussian, and can be modeled by the compartmental diffusion tensors

Da and De respectively. This leads to the following equation to describe

the DWI signal intensity:

S

S0
= fe−bnTDan + (1− f)e−bnTDen (3.11)

In this formula, f is the axonal water fraction (AWF), which is the ratio

of intra-axonal water visible on DWI to the total amount of visible water

signal. It gives an indication of the IAS water volume compared to the

EAS water volume. Myelin water is neglected since it is invisible on

DWIs. Other measures can be calculated as well. The IAS diffusivity is

the trace of the intra-axonal diffusion tensor. Axial EAS diffusivity is the
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principal eigenvalue of the EAS diffusion tensor. It is typically higher in

the EAS than in the IAS, because cytoplasm and organelles slow down

diffusion in the IAS. Radial EAS diffusivity is the average of the second

and third eigenvalue of the EAS diffusion tensor. It is usually a lot

smaller than axial EAS diffusivity, since diffusion perpendicular to the

direction of the axons is much more restricted. The tortuosity of the EAS

is the ratio of axial EAS diffusivity and radial EAS diffusivity, and gives

an indication of the myelinated axonal fraction. IAS diffusivity and axial

EAS diffusivity correspond with the intrinsic intra- and extra-axonal

diffusion coefficient of water in white matter. These microstructural

parameters can provide more insight into the meaning of changes in

DKI metrics [21].

Constrained spherical deconvolution

An important limitation of DTI is that it does not take into account

crossing fibers, i.e., when different fiber populations are present in one

voxel. The crossing fiber problem involves any combination of white

matter fibers in a voxel that is more complicated than one straight fiber

population, such as fanning, bending, diverging and crossing fibers. Since

clinical scanners have a spatial resolution of about 2 to 3 mm, and white

matter bundles are much smaller, crossing fibers occur in more than 90%

of voxels in white matter. Crossing fibers have a big influence on the DTI

measures, and especially on FA. Fractional anisotropy is reduced in vox-

els with crossing fibers, since the diffusion profiles of the different fiber

populations are averaged out, so there is no longer a dominant diffusion

direction. In the presence of crossing fibers, mean diffusivity is typi-

cally reduced as well. When radial diffusivity increases in one of the

fiber populations, axial diffusivity of the other fiber population in the

same voxel increases as well. When AD is reduced in one of the fiber

populations, the RD of the other fiber population in the same voxel de-

creases as well. The influence of crossing fibers on DTI metrics becomes

especially important for DTI-based tractography. If fiber orientations

are estimated incorrectly, this will cause the tractography algorithm to

deviate from the actual white matter tracts. Because FA is affected by



3.2. DIFFUSION-WEIGHTED MRI 81

the crossing fiber problem, it is not an ideal biomarker for white matter

integrity. For example, if one of the fiber populations in a voxel is af-

fected in a neurodegenerative disease, the other fiber population could

become more dominant, which could lead to an increase in FA, when

neurodegeneration is expected to cause a decrease in FA [10].

To solve the crossing fiber problem, more advanced models are needed.

Most of these models are based on high angular resolution diffusion-

weighted imaging (HARDI). In this technique, DWIs are acquired in

many directions with the same b-value to obtain a dense sampling on the

sphere. This is a very efficient way to acquire data for fiber orientation

estimation and tractography. HARDI acquisitions are the same as DTI

acquisitions, but more gradient directions are used and the b-value can

be larger as well.

The idea behind HARDI is that if a voxel contains crossing fibers, the

DWI signal in this voxel will approximately be the sum of the DWI sig-

nals of each separate fiber bundle in the voxel (Figure 3.23). To resolve

the crossing fiber problem, the contributions of the individual fiber bun-

dles need to be separated. To do this, the problem can be described

as a set of equations with a number of DWI acquisitions and a number

of model parameters that have to estimated. These parameters can be

the orientations and volume fractions of fiber populations or the coeffi-

cients of a continuous characterization of diffusion or fiber organization,

depending on the model [10].

The simplest method to resolve the crossing fiber problem is the multi-

tensor approach. In this approach, it is assumed that a voxel contains

two fiber populations and each of them is modeled using a separate dif-

fusion tensor. Then, the volume fraction of each population, i.e., the

relative amount of each population in the voxel, and its orientation need

to be estimated (Figure 3.23). The disadvantage of this approach is that

the problem is nonlinear, so it is computationally intensive. It is also

ill-conditioned, because it is difficult to differentiate between changes in

anisotropy and volume fraction [10].
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Figure 3.23: The idea behind HARDI is that if a voxel contains crossing

fibers, the DWI signal in this voxel will approximately be the

sum of the DWI signals of each separate fiber bundle in the

voxel. In the multi-tensor approach (left), it is assumed that a

voxel contains two fiber populations and each of them is modeled

using an separate diffusion tensor. Then, the volume fraction

and orientation of each fiber population need to be estimated.

In spherical deconvolution, the measured DWI signal is a spher-

ical convolution of the DWI signal per fiber and a dense set of

orientations and the corresponding volume fraction, which cor-

responds with the FOD (right) [10].

Figure 3.24: Example of fiber orientation distributions estimated using con-

strained spherical deconvolution, overlaid on a mean DWI image

[10].

An extension of the multi-tensor model is spherical deconvolution. In

this approach, a continuous representation of the fiber orientation infor-

mation is used instead of a discrete number of fiber populations. Instead

of trying to estimate the volume fraction and orientation of the fiber pop-

ulations, many fiber populations with a fixed orientation are modeled.
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Then, only their volume fractions need to be estimated. These volume

fractions can be visualized as a distribution over the sphere, which is

called the fiber orientation density function (fODF) or fiber orientation

distribution (FOD). The measured DWI signal is then assumed to be a

spherical convolution of the single-fiber response function, which mod-

els the DWI signal expected for a voxel containing a single coherently

oriented bundle of axons, with the FOD. This is represented in Figure

3.23. The measured DWI signal is a spherical convolution of the DWI

signal per fiber and a dense set of orientations and the corresponding vol-

ume fraction, which corresponds with the FOD. To estimate the FOD,

a spherical deconvolution of the response function from the measured

DWI signal needs to be performed [22]. The FOD corresponds with the

amount of fibers aligned with each orientation on the sphere, and can

be visualized as an orientation plot, as seen in Figure 3.24. Peaks in the

FOD indicate specific fiber orientations [23].

The advantages of this method include that the relationship between the

DWI signal and the FOD is linear, so it is possible to use more efficient

reconstruction algorithms using linear algebra. Furthermore, it is not

necessary to predefine a number of fiber orientations. The FOD is contin-

uous and fiber orientations can be detected as peaks in the FOD. Finally,

it is possible to model other types of complex fiber organizations using

FOD, such as bending or fanning fibers. Based on FOD, a more accurate

tractography is possible. Often, a non-negativity constraint is imposed

on the FOD, since it is not physically possible to have negative volume

fractions. This leads to a more stable estimation, which is more robust

to noise. This method is called constrained spherical deconvolution. In

(constrained) spherical deconvolution, it is assumed that the intrinsic

anisotropy is the same in all fiber bundles. In other words, the response

function, which models the DWI signal expected for a voxel containing a

single coherently oriented bundle of axons, is the same for all fiber popu-

lations. While this seems like a huge oversimplification, it actually holds

in most cases. The idea behind the constant anisotropy assumption is

that anisotropy differences in the brain are only caused by crossing fibers

or other partial volume effects. This corresponds with DTI literature,
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where it was found that pathological changes in anisotropy were usually

not large enough to affect the results and, if they were, they would mainly

affect estimated volume fractions rather than fiber orientations. A limi-

tation of this assumption is that it is not possible to obtain information

about white matter integrity. However, the estimated volume fractions

can be seen as measures of fiber density, which is a clinically relevant pa-

rameter [10]. Apparent fiber density is related to the intra-axonal water

volume fraction. It can be calculated for each fiber population in a voxel

separately, so it is more biologically interpretable and specific than DTI

measures in voxels with crossing fibers [22].

A limitation of CSD is that it was designed for single-shell DWI data,

i.e., data acquired with one non-zero b-value. If multi-shell data, i.e.,

data acquired with multiple different non-zero b-values, were acquired,

usually only the shell with the highest b-value was used for CSD. The

other shells, which might provide useful information as well, were dis-

carded. In addition, while FOD can be estimated very well using CSD in

white matter voxels, the FOD estimation in voxels containing grey mat-

ter or cerebrospinal fluid is less accurate or even unreliable, because the

response functions in these tissues are different than in white matter. To

resolve these limitations, Jeurissen et al. [22] developed the multi-shell

multi-tissue CSD (MSMT-CSD) method. This method uses the unique

b-value dependencies of white matter, grey matter and CSF to determine

the contributions of each tissue type. For each tissue type and each b-

value, a separate response function is estimated (Figure 3.25). These

response functions are then used to estimate FODs in the different tis-

sue types [22].

An advantage of the MSMT-CSD method compared to the single-shell

CSD method is that the FODs are estimated with a lot more precision,

and spurious peaks are suppressed. In addition, the FOD amplitudes are

scaled to the white matter volume fractions, which leads to more accu-

rate amplitudes and fiber orientations. This substantially improves fiber

tracking. Tractograms are less noisy at transitions between white matter

and CSF and white and grey matter. Because the FOD amplitudes cor-

respond with the white matter volume fractions, a more reliable stopping
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Figure 3.25: Estimation of response functions of white matter, grey matter

and CSF for different b-values [22].

criterion can be used for fiber tracking. A lower FOD threshold can be

used, so small white matter structures can be detected. An advantage of

the distinction between the different tissue types is that the volume frac-

tions of CSF, and grey matter might provide quantitative information

as well. For example, the CSF volume fraction could be an indication of

the volume of free water and might be used as a biomarker for edema.

A limitation of the MSMT-CSD method is that the same response func-

tions are used for all voxels of a specific tissue type, and the same FOD

response is used for all fiber populations, while in reality, there could be

a difference depending on cell sizes, densities, permeabilities and pack-

ing configurations. Because of this simplification, the reconstructions are

better conditioned, so it is considered acceptable [22].
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Fixel-based analysis

In DWI, white matter is usually investigated on a voxel-level. However,

since white matter voxels can contain crossing fibers, the information

of the different fiber populations in a voxel is averaged and the voxel-

level measures are not fiber-specific. To obtain information about the

individual fiber populations in a voxel, more advanced diffusion models

are necessary. A fiber population within a voxel is called a fixel. Using

fixel-based analysis (FBA), fiber-specific characteristics can be detected,

even in the presence of crossing fibers. In FBA, parameters are calcu-

lated that give an indication of the ability of local white matter to relay

information. It is assumed that diffusion in axons only occurs along the

direction of the axons and that there is almost no exchange of water be-

tween the intra- and extra-axonal space during a DWI scan. The volume

of intra-axonal water depends on the number of axons and is related to

the ability to relay information of the local white matter. Therefore,

intra-axonal water is a biologically interesting quantitative parameter.

The ability to relay information also depends on the axon diameter, but

because of the small size of axons, it is not possible to estimate axon

diameter in a fixel yet. The degree of myelination has an influence on

the ability to relay information as well, and can be estimated using T1

relaxometry, but this requires a very long acquisition time that is not

feasible in a clinical setting [24].

Several methods have been described to estimate measures of intra-

axonal water and several names have been used to describe it, including

population fraction of the restricted compartment, restricted fraction,

axonal density, partial volume fraction, fiber density, apparent fiber den-

sity, neurite density, intra-axonal volume fraction, fiber volume fraction,

and fascicle fraction of occupancy. In FBA, the measure related to intra-

axonal water volume is referred to as fiber density (FD). Changes in

intra-axonal volume in a fiber bundle can manifest in different ways

(Figure 3.26). Intra-axonal water volume can be reduced in all voxels of

the fiber bundle, as is the case for pathological axonal loss. This type of

change causes a decrease in FD (Figure 3.26a). Intra-axonal volume can

also be reduced if a fiber bundle consists of less voxels. This can happen
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as a result of axon loss, after which the extra-axonal space is filled with

extracellular matrix and cells associated with inflammation or gliosis.

Eventually, the fiber bundle can become atrophic. A decrease in the

number of voxels a fiber bundle consists of, is reflected as a decrease in

fiber cross-section (FC) (Figure 3.26b). It is important to note that a

decrease in intra-axonal water volume does not necessarily correspond

with a decrease in the number of axons. Only a difference in volume

perpendicular to the fiber orientation, i.e., a difference in fiber-bundle

cross-section, is related to the number of axons and the ability to relay

information. It is important to take into account fiber orientation in the

calculation of parameters reflecting white matter morphology. Changes

in white matter can also present as changes in both FD and FC. A pa-

rameter that combines the information of FD and FC would provide a

more complete measure of the total intra-axonal water volume in a fiber

bundle and its ability to relay information. For example, in a neurode-

generative disease, a decrease in FC could reflect accumulated axon loss,

while a decrease in FD could provide information about the remaining

white matter. A parameter that combines FD and FC is fiber-density-

and-cross-section (FDC) (Figure 3.26c) [24].

One way to calculate fiber density is based on FOD images. At high

b-values and long TE (as is the case in DWI acquisitions), the FOD

amplitude is proportional to the intra-axonal volume of axons in a certain

direction. The lobes of the FOD correspond with the fiber orientations

in the voxel (Figure 3.27). For each of the lobes of fiber orientations,

FD is calculated as the non-parametric numerical integration of that

lobe. Fiber-bundle cross-section can be calculated based on the non-

linear warp that matches a template to the subject space. Based on

this transformation, information about local differences in volume can

be obtained. Changes in volume perpendicular to the fixel orientation

are related to differences in the number of axons. The relative measure

FC is then calculated as the change in FC in a specific fixel orientation

that is needed to spatially normalize the subject to the template. If the

relative measure FC is higher than 1, the FC of the subject is larger

than that of the template. If the relative measure FC is lower than 1,
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Figure 3.26: A schematic of a fiber bundle consisting of axons (grey) that

spans several voxels (blue). A change in intra-axonal volume

can be detected as a change in fiber density (FD), fiber-bundle

cross-section (FC) or fiber-density-and-cross-section (FDC) [24].

FC is smaller in the subject compared to the template. Fiber-density-

and-cross-section (FDC) is calculated as the fixel-wise multiplication of

FD by FC. This parameter combines the information of the microscopic

FD and macroscopic FC. It reflects the total intra-axonal volume in a

fiber bundle during a transformation [24].

Figure 3.27: FOD with three lobes, corresponding with the three fiber orien-

tations/populations in the voxel.
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Pathological changes in intra-axonal volume can manifest as changes in

FD, FC or FDC. The way these changes manifest can also change over

time. For example, a decrease in the number of axons can initially be

observed as a decrease in FD, but at a later stage, when atrophy occurs,

as a decrease in FC. In fiber bundles with a small cross-section compared

to the voxel size, changes in FC can be detected as changes in FD. Since

FD is the intra-axonal water per volume, it can be smaller in voxels

or fixels at the border of a fiber bundle compared to voxels or fixels

in the center of the bundle. In other words, voxels at the edge of a

fiber bundle contain a larger fraction of extra-axonal water compared to

voxels in the center of a bundle. If FC decreases in a fiber bundle, there

will be more fixels at the border compared to the center of the bundle,

so FD will decrease. This shows that while FD and FC can provide

biologically interesting information about changes in white matter tracts,

care has to be taken when interpreting them separately. It is important

to investigate FDC as well, as its interpretation is more straightforward

[24].

Tractography

Tractography or fiber tracking can be used to estimate and visualize

white matter bundles in the brain. The estimated bundles or tracts

are not a direct representation of individual axons, but are a result of

combining diffusion orientation information in neighboring voxels. White

matter tracts reconstructed through the use of tractography, typically

correspond well with histological findings. However, false positive or

false negative tracts can occur, so it is important to have prior anatomical

knowledge [10].

In deterministic tractography, the orientation and shape of the diffusion

profiles are used to estimate fiber tracts. First, a starting point or seed

voxel is selected. In this voxel, a tract is produced in both diffusion

orientation directions. From this point on, the direction of the tract is

updated continuously depending on the diffusion orientation direction in

the following voxels. This way, part of a white matter bundle can be

obtained (Figure 3.28). To reconstruct an entire white matter bundle,
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streamlines need to be generated from several seed points on the inter-

section of the bundle. The complete bundle is then represented by the

combination of streamlines. To make sure the reconstructed tracts are

anatomically plausible, several criteria can be defined. To prevent sharp

bending of a tract, a curvature threshold can be set, usually between 30

and 70°. A threshold on fractional anisotropy can be used to restrict the

tract to white matter. This threshold is typically set at FA>0.2. The

thresholds are usually determined empirically to minimize the amount

of false positive and false negative streamlines. Other criteria can be

minimal and maximal tract length, and seed point density, depending

on the algorithm that is used. An alternative approach to seed-based

tractography is whole-brain tractography. In this approach, streamlines

are generated in all voxels that meet certain criteria (Figure 3.29). A

specific white matter bundle can then be selected using (a) region(s) of

interest through which it traverses. To this end, it is important to have

prior anatomical knowledge about the trajectory of the bundle. Regions

of interest can be selected based on anatomical scans or FA maps color-

coded for orientation. The advantage of whole-brain tractography is that

it is symmetric, which leads to a more robust tracking [25].

Figure 3.28: One streamline in corpus callosum generated starting from a

seed voxel, indicated by an asterisk [10].



3.2. DIFFUSION-WEIGHTED MRI 91

Figure 3.29: Whole-brain tractography generated from voxels with FA>0.2

(red on left image) [10].

While deterministic tractography uses the principal diffusion orienta-

tion to estimate the trajectory of white matter bundles, probabilistic

tractography is based on the principle that the diffusion orientation can-

not be estimated 100% accurately and that there is always some un-

certainty. For example, if the noise level is higher, because there are

fewer gradient directions or the diffusion anisotropy is lower, the amount

of uncertainty will increase. With each step in a deterministic track-

ing algorithm, the uncertainties accumulate, and the estimated tracts

deviate further from the actual white matter bundles. In probabilistic

tractography, the amount of uncertainty in the estimation of the diffu-

sion orientation is used to track white matter tracts more accurately. In

each voxel, the orientation distribution is estimated. The width of this

distribution corresponds with the amount of uncertainty. From the seed

voxels, tens of thousands of streamlines are generated, each following a

different trajectory depending on the orientation distributions. Then, a

tract probability map can be calculated based on how many streamlines

overlap with each voxel. If the uncertainty is low, the streamlines will

have a similar trajectory. If the uncertainty is higher, the streamlines

will be more spread out and the estimated tract will be more diffuse. Un-

like deterministic tractography, probabilistic tractography can be used to

map connections from gray matter regions, where the uncertainty in the

principal diffusion orientation is higher. Because of the more complex
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tracking algorithm, probabilistic tractography is computationally more

challenging than deterministic tractography [26].

The principal diffusion orientation is often estimated using DTI, assum-

ing each voxel contains only one fiber population. Even though most

white matter voxels contain crossing fibers, DTI tractography can be

used to reconstruct the main white matter bundles in the brain. How-

ever, for most clinical applications, this is not sufficient and more ad-

vanced models are required, such as constrained spherical deconvolution

[10].

To obtain reliable tractography, the quality of the data needs to be high

enough. First, it is important to have a good spatial resolution. A low

resolution will lead to a coarse sampling of the white matter bundle,

and partial volume effects. In voxels that contain crossing fibers, the

principal diffusion orientation cannot be estimated correctly using DTI,

which leads to problems with tractography. If the resolution is low, the

curvature threshold needs be lower as well because bends are sharper

when more coarsely sampled. This leads to an increase in the number of

false positive and false negative streamlines. Second, the sensitivity of

orientation encoding, quantified by the b-value, should be high enough.

Typically, b-values of at least 1000 s/mm2 should be used. To identify

different diffusion orientations in one voxel in the case of crossing fibers,

even higher b-values are necessary and a more advanced diffusion model

such as CSD should be used. Furthermore, it is necessary to acquire

DWIs in sufficient gradient directions to estimate the diffusion profile

more accurately. At least 30 gradient direction should be used, but 60

to 80 directions are advised. The gradient directions should also be

distributed optimally over the unit sphere. Finally, it is important to

have a high signal-to-noise ratio. This can be obtained by increasing

the number of signal averages, however, this also increases the scanning

time. Using a higher field strength leads to a higher measured signal as

well [10].
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Structural connectivity

Based on tractography, more information can be obtained about struc-

tural connectivity in the brain. However, it is difficult to compare mea-

sures of structural connectivity between individuals or over time.

From a neurobiological point of view, the strength of a structural con-

nection between two brain regions depends on the number of axons that

are present between them. The structure of the myelin sheath and cell

membranes can influence structural connectivity as well. Structural con-

nectivity based on tractography is related to the probability of recon-

structing a tract based on diffusion. Based on deterministic tractogra-

phy it is only possible to know whether a connection exists or not, but

not how strong the connection is. In addition, anatomically implausi-

ble connections can be generated. Non-existing connections can also be

found using probabilistic tractography. Therefore, it is not meaningful

to derive measures of structural connectivity from tractography with-

out taking into account anatomical information. While the number of

streamlines between two brain regions, or the fiber count, seems to be

related to the number of axons, in reality it is not, since tractography

is performed on a different measurement scale. Furthermore, the fiber

count can be affected by several factors, such as the length of the tract,

fractional anisotropy, data quality and brain atrophy. The tract proba-

bility map generated in probabilistic tractography is not a good measure

of structural connectivity either, as it does not represent the probability

that a connection exists, but the variation in the results. Additionally,

the variation is lower, close to the seed voxels, which introduces a bias

[10].

A better approach to assess structural connectivity based on tractogra-

phy is to use global tractography, not to be confused with whole-brain

tractography. In global tractography, the entire tractogram is recon-

structed simultaneously by determining the optimal trajectories through

the diffusion field, that correspond best with the underlying data. Dur-

ing this process, neighboring tracts can affect each other. Because global

tractography is less sensitive to local perturbations in the diffusion sig-
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nal and to the build-up of errors during fiber tracking, it can be used to

investigate structural connectivity. However, this approach is computa-

tionally challenging [27].

An alternative approach is spherical-deconvolution informed filtering of

tractograms (SIFT), which includes anatomical information in the cal-

culation of the tractogram. In this approach, the streamlines generated

during tractography are mapped to the diffusion data and adapted, so

that the number of streamlines between two brain regions corresponds

with the estimated cross-section of the white matter tract that connects

the regions. In this case, the number of streamlines is a meaningful

measure of structural connectivity [28].

Graph theory

Complex systems can be characterized using a mathematical representa-

tion, called a graph. A graph consists of a number of individual compo-

nents, or nodes, and relations of connections between the components,

called edges (Figure 3.30). Edges can be directed, when they represent a

causal relationship between nodes, or undirected, when the relationship

is symmetrical. They can also be weighted or unweighted. Weighted

edges reflect stronger and weaker connections, while in an unweighted

or binary graph, the connection strength between the nodes is assumed

to be equal [29]. The number of edges connected to a node is called the

degree. The nearest neighbors of a node are the nodes that are directly

connected to it. Two important metrics that can be used to characterize

the topology of a graph are the minimum path length and the clustering

coefficient. The path length between two nodes is the minimum number

of edges needed to form a direct connection between the nodes, and the

clustering coefficient represents the number of connections between the

neighbors of a node [29]. A random graph is a graph in which the edges

are chosen randomly. In this type of graph, both the minimum path

length and average clustering coefficient are small. A regular graph, on

the other hand, is a graph in which each node is only connected to its

four nearest neighbors. This graph has a highly clustered structure, so

a high clustering coefficient, but no long-range connections, so a high
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minimum path length. By randomly rewiring some of the edges in a

regular graph to form long-range connections, it is possible to greatly

reduce the path length. This type of graph, with a high clustering co-

efficient and short path length, is called a small-world graph or network

(Figure 3.31). Small-world networks can be used to describe a myriad of

complex systems, ranging from the Internet to biochemical systems [29].

For this dissertation, the ability of small-world networks to characterize

brain network connectivity, is of special interest. Processes in the brain,

such as sensorimotor or cognitive processing, take place locally in sepa-

rate, specialized regions, but also in large-scale distributed systems. The

high clustering coefficient of a small-world network corresponds with the

specialized information processing, while the short path length is in line

with the integrated or distributed information processing. Additionally,

it is important for optimal functioning of the brain to maximize the ef-

ficiency and minimize the cost of information processing. This can also

be modelled using a small-world network [29].

Figure 3.30: A graph consisting of nodes (yellow spheres) and edges (grey

lines).

Graph theory can be used to investigate brain connectivity on a whole-

brain level. In graph theory, the brain is viewed as a graph with a

combination of nodes, i.e., brain regions, and edges, i.e., interactions be-

tween the nodes. The nodes in the graph can be defined using brain

mapping, parcellated atlases and/or connectivity measures. It is impor-

tant that the choice of nodes is biologically meaningful. Heterogeneously

connected brain regions should not be combined into a single node, the
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Figure 3.31: Different network topologies: a regular network with high clus-

tering and long path length, a small-world network with high

clustering and short path length, and a random network with

low clustering and short path length [29].

complete surface of the cortex needs to be included in the parcellation,

and nodes should not overlap. The edges can be anatomical, functional or

effective connections between nodes: anatomical connections are usually

white matter tracts between regions of interest. Functional connections

are temporal correlations between brain activity in (un)connected brain

regions. Effective connections reflect the causal influence of one brain

region over another [30].

Structural connectivity is usually assessed based on whole-brain stream-

line tractography. Different measures of structural connectivity can be

used, such as the number, length, volume or probability of the stream-

lines between two brain regions, or a diffusion measure calculated along

the streamlines between two brain regions, derived from DTI or more

advanced diffusion models. The structural connectome is more rele-

vant if the measures used to assess structural connectivity are biolog-

ically meaningful. Therefore, anatomically-constrained tracking algo-

rithms can be used, which take anatomy into account when selecting

streamlines. Methods that filter the tractogram, such as SIFT, are es-

pecially useful, since the resulting number of streamlines is related to

quantitative measures that are biologically meaningful, such as appar-

ent fiber density. In this case, the number of streamlines between two

brain regions can be used as a biologically meaningful measure of struc-
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tural connectivity. The whole-brain connectivity can be summarized in

a connectivity matrix, in which the rows and columns correspond with

the regions of interest, or nodes, and the elements with the measure of

structural connectivity, or edges (Figure 3.32) [31].

Figure 3.32: Construction of a structural network and graph. 1) Whole-brain

streamline tractography is performed. 2) The number of stream-

lines in the (filtered) tractogram between predefined regions of

interest (ROIs) is calculated and a connectivity matrix is ob-

tained. 3) The connectivity matrix can be visualized as a graph

in which the nodes represent the ROIs and the edges the mea-

sure of connectivity, e.g. the number of streamlines, between

them.

Edges can be binary or weighted. Binary edges only indicate whether a

connection is present in the graph or not, while weighted edges also take

into account the strength of the connection. Binary graphs are easier

to characterize and to compare between groups, but, using weighted

graphs, different aspects of the brain network can be characterized and

the weakest connections can be removed from the network. Finally, edges

can be directed, when the directionality of the connection is known, or

undirected [30]. Structural connections assessed using dMRI are always

undirected [31].

Graphs can be characterized using network measures of global or local

connectivity. These measures give an indication of integration and seg-

regation, or of the importance of a brain region in the network.

Integration indicates how fast the brain can combine information from

spatially dispersed regions. This is usually determined based on paths,
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Figure 3.33: Common network measures: A) path length, a measure of inte-

gration, B) clustering coefficient, a measure of segregation, and

C) degree, a measure of centrality (Adapted from [32]).

which are sequences of edges that reflect routes of information flow be-

tween brain regions (Figure 3.33A). Characteristic path length is the

average shortest path length between two nodes in the network. In

weighted graphs, the length of an edge is the inverse of its weight. A

similar measure is global efficiency: the average inverse shortest path

length. The advantage of using global efficiency is that the efficiency

between unconnected brain regions is zero, a meaningful value, while the

path length between unconnected regions is infinite [30].

Segregation reflects the ability for specialized processing in closely in-

terconnected groups of brain regions, called clusters or modules. The

amount of such clusters in the brain is an indication of the amount of

segregated neural processing. A measure of segregation is the clustering

coefficient (Figure 3.33B). This is the proportion of neighbors of a node,

i.e., nodes connected to that node, that are also connected to one an-

other. This gives an indication of the amount of clustered connectivity

around the nodes. Another measure of segregation is local efficiency.

Local efficiency is similar to global efficiency, but calculated within the

neighborhood of a node, i.e., the nodes connected to that node. A more

sophisticated measure of segregation is modularity. This measure indi-

cates not only the presence of clusters, but also their size and composi-

tion. To calculate modularity, the network is divided into nonoverlapping

groups of nodes based on a maximum number of within-group connec-

tions and a minimum number of between-group connections. Modularity

is the degree to which the network can be divided in such groups. Brain

networks have a small-world organization, meaning there is a balance

between integration and segregation. Small-world networks are typically
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highly integrated and segregated, and the ratio between segregation and

integration is called small-worldness [30].

Table 3.1: Formulas to calculate network measures [30].

Calculation of network measures

Integration

Distance: shortest

path between

nodes i and j

dij =
∑

auv∈gi↔j
f(wuv)

f: map from weight to

length (e.g. inverse)

Characteristic

path length
Lp =

1

n

∑

i∈N

∑
j∈N,j 6=i dij

n− 1

Global efficiency Eg =
1

n

∑

i∈N

∑
j∈N,j 6=i(dij)

−1

n− 1

Segregation

Number of

triangles around

node i

ti =
1

2

∑

j,h∈N

(wijwihwjh)
1/3

Clustering

coefficient Cp =
1

n

∑

i∈N

2ti
ki(ki − 1)

Local efficiency
Eloc =

1
2

∑
i∈N

∑
j,h∈N,j 6=i(wijwih[djh(Ni)]

−1)1/3

ki(ki−1)

djh(Ni]: length of the

shortest path between

j and h that contains

only neighbors of i

Modularity Q =
1

l

∑

i,j∈N

[wij −
kikj
l

]δmi,mj

l =
∑

i,j∈N wij :

sum of all weights,

δmi,mj=1 if mi=mj

and 0 otherwise

Small-worldness S =
Cp/Cprand

Lp/Lprand

Centrality

Degree ki =
∑

j∈N

wij

Participation

coefficient
yi = 1−

∑

m∈M

(
ki(m)

ki
)2

ki(m): number of links

between i and all

nodes in module m

Betweenness
bi =

1
(n−1)(n−2)

∑
h,j∈N,h 6=j,h 6=i,j 6=i

ρhj(i)

ρhj

ρhj : the number of

shortest paths

between h and j
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Regions that play an important role in the network are called hubs.

These regions interact with a lot of other regions, which promotes inte-

gration. Measures of centrality reflect whether or not a node is a hub.

The most common measure of centrality is degree (Figure 3.33C). The

degree of a node is the number of edges connected to that node. A high

degree indicates that a node has connections with a lot of other nodes.

The participation coefficient reflects the amount of connections of a node

with other clusters. Nodes with a high degree but low participation co-

efficient are called provincial hubs and play a role in segregation, while

nodes with a high participation coefficient, called connector hubs, play

a role in integration. Betweenness centrality is the proportion of short-

est paths in the network that cross a certain node. Nodes with a high

betweenness typically connect separate parts of the network. The calcu-

lation of network measures of integration, segregation and centrality is

summarized in Table 3.1 [30].

3.3 Functional magnetic resonance imaging

3.3.1 Basic principles of functional MRI

Introduction

Functional MRI is a hemodynamic-based imaging technique. It is based

on the idea that an increase in regional cerebral blood flow (CBF) can re-

flect neuronal activity, since CBF changes are coupled to glucose metabolism

(CMRglu; cerebral metabolic rate of glucose) and cerebral metabolic rate

of oxygen (CMRO2). Brain activity can be mapped using the venous

blood oxygenation level-dependent (BOLD) contrast. The contrast in

BOLD fMRI is created by changes in the ratio of oxyhemoglobin to de-

oxyhemoglobin in venous blood. Deoxyhemoglobin is paramagnetic, so

alterations in its local concentration will cause changes in signal inten-

sity of fMRI images. Because it has a high sensitivity and is easy to

implement, BOLD fMRI is used extensively. However, the BOLD signal

depends on several anatomical, physiological and imaging parameters, so

it is difficult to compare signal changes in brain regions, between imaging

facilities and between field strengths, and its interpretation is qualitative
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or semi-quantitative. It is also possible to measure changes in cerebral

blood volume (CBV) directly using a contrast agent. Then, the fMRI

signal is related to one physiological parameter, making quantification

and interpretation easier, however this technique is more complicated

and not often used [4, 33].

Functional MRI is a very useful technique to map brain functions and

has a good spatial and temporal resolution. It has been used widely

for studying several brain functions, such as vision, motor, language and

cognition [4]. In addition, fMRI has been used to investigate neurological

disorders. It has helped to obtain more insight in neuroanatomical and

pathophysiological changes in several diseases, such as brain tumors,

epilepsy, dementia, movement disorders and traumatic brain injury. It

can also be used to define targets for functional neurosurgery. Finally, it

has the potential to be used as a biomarker for monitoring diseases and

assessing treatment options [34].

Physiological background

Functional MRI does not measure brain activity directly, but is based

on the principle of neurovascular coupling, i.e., an increase in neuronal

activation leads to an increase in cerebral blood flow (CBF). An in-

crease in neural activity is accompanied by an increase in CMRglu and

CMRO2, which leads to less oxygenated hemoglobin and more deoxy-

genated hemoglobin in the venous blood. To supply more glucose and

oxygen to the tissue, both CBF and CBV will increase. The increase in

CBF is much higher than the increase in CMRO2, which means that the

effect of the oxygen extraction fraction is reduced and the venous blood

has a higher oxygenation level. Oxygenated blood is diamagnetic, while

deoxygenated blood is paramagnetic. This means that deoxygenated

blood leads to magnetic susceptibility artifacts around the vessels, which

decreases the MRI signal. This is visualized in Figure 3.34. Using a pulse

sequence that is very sensitive to magnetic susceptibility, BOLD imag-

ing can detect subtle changes in blood oxygenation following neuronal

activation [33, 35].
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Figure 3.34: Physiological background of fMRI. An increase in neural activ-

ity is accompanied by an increase in CMRO2, which leads to less

oxygenated hemoglobin and more deoxygenated hemoglobin in

the venous blood. CBF increases as well, leading to more oxy-

genated hemoglobin and less deoxygenated hemoglobin. The

increase in CBF is much higher than the increase in CMRO2,

so overall the venous blood will have a higher oxygenation level,

which leads to an increase in the BOLD signal [36].

Evoked fMRI

The most common technique to investigate brain functioning using fMRI

is to apply a certain stimulus and map which brain regions are activated

following this stimulus. This is called evoked fMRI. The stimulus can

be applied in a block design or event-related design. In a block design,

periods during which a stimulus is applied are alternated with baseline

periods. In an event-related design, very short stimuli are alternated

with inter-stimulus intervals. The BOLD response to a stimulus has a

specific shape called the hemodynamic response function (HRF) (Figure
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3.35). Immediately after the stimulus, there is a dip in the HRF. This is

the response to the increase in CMRO2, which decreases the blood oxy-

genation level. Then the BOLD response increases when a large increase

in CBF increases the blood oxygenation level. There can be a post-

stimulus undershoot in the HRF, most likely because CBV decreases

more slowly, which means there is a higher amount of deoxyhemoglobin

in the blood compared to baseline. An estimated BOLD response is

calculated by convolving the stimulus paradigm with the HRF. By cor-

relating the estimated BOLD response with the actual BOLD response

that was detected, voxels that are activated during the stimulus can be

identified [35]. In Figure 3.36, an example of evoked fMRI with a block

design is visualized. The blue line indicates the block design, which

consists of alternating blocks during which the subjects open or close

their eyes. The purple line is the BOLD time series in a voxel of the

primary visual cortex. It is clear that this time series is correlated with

the block design. By calculating correlations between the BOLD time

series of all brain voxels and the applied block design, brain regions that

are activated during the task (according to statistical inference) can be

identified. On the right, the activated brain voxels, which are located in

the primary visual cortex are visualized [37].

Resting state fMRI

Instead of using a task or stimulus to investigate brain function, fMRI

can also be acquired at rest. This is called resting state fMRI (rsfMRI).

RsfMRI signals are consistent low frequency fluctuations between 0.01

and 0.08 Hz, which only occur in distinct cortical network systems. In

task-based fMRI, these signals are discarded, but they are taken into

account in rsfMRI. RsfMRI has several advantages over task-based fMRI.

RsfMRI is acquired in the absence of a task or stimulus. This means it

can also be acquired in patient populations in which task-based fMRI

is difficult or not possible, such as children, unconscious patients and

patients with a low intelligence quotient. During rest, the brain uses 60 to

80% of its energy for neuronal communication, while energy consumption

only increases 5% during evoked activity. In task-based fMRI, 80% of
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Figure 3.35: Hemodynamic response function (HRF). Immediately after the

stimulus, there is a dip in the HRF because of an increase in

CMRO2, which decreases the blood oxygenation level. Then

the BOLD response increases when a large increase in CBF

increases the blood oxygenation level. There can be a post-

stimulus undershoot in the HRF, most likely because CBV de-

creases more slowly, which means there is a higher amount of

deoxyhemoglobin in the blood compared to baseline (Courtesy

of Allen D. Elster, MRIquestions.com).

the signal is rejected as noise, while this is used as the main signal in

rsfMRI. This also means that rsfMRI has a better signal-to-noise ratio

than task-based fMRI. To investigate different brain functions using task-

based fMRI, different tasks are needed. Using rsfMRI, different brain

functions can be investigated with one "taskless" acquisition [38, 39].

Based on correlations between the low frequency fluctuations in spa-

tially distinct brain regions, functional connections between regions can

be identified [38]. Functional connectivity is the temporal dependency

between spontaneous fluctuations in neuronal activity in spatially sep-

arated brain regions and gives an indication of the functional commu-

nication between these regions. The underlying neuronal basis of these

spontaneous fluctuations is not yet completely understood. While some

believe the fluctuations to be a result of physiological processes, such
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Figure 3.36: Example of evoked fMRI with a block design. The blue line

indicates the block design, which consists of alternating blocks

during which the subjects open or close their eyes. The purple

line is the BOLD time series in a voxel of the primary visual

cortex. It is clear that this time series is correlated with the

block design. By calculating correlations between the BOLD

time series of all brain voxels and the applied block design, brain

regions that are activated during the task can be identified. On

the right, the activated brain voxels, which are located in the

primary visual cortex are visualized [37].

as cardiac and respiratory oscillations, there is more and more support

for a neurological basis. Arguments for this are the observation that

correlations between the fluctuations are found in brain regions with

similar function and anatomy, the finding that mainly lower frequencies

(<0.1 Hz) occur in the BOLD signal while the higher frequencies of car-

diac and respiratory fluctuations (>0.3 Hz) rarely occur, and the report

of associations between the rsfMRI fluctuations and electrophysiologi-

cal recordings. However, non-neuronal fluctuations can still affect the

rsfMRI signal, so it is important to reduce the influence of these signals

using preprocessing techniques [40].

The main network found using rsfMRI is the default-mode network

(DMN). This is a network of brain regions which are active during rest,

but become less active during cognitive tasks [40]. The three main sub-

divisions of the DMN in humans are the ventral medial prefrontal cortex

(VMPC), the dorsal medial prefrontal cortex (DMPC), and the poste-

rior cingulate cortex, the adjacent precuneus and the lateral parietal

cortex. The entorhinal cortex is often linked to the DMN as well. This

suggests that the DMN plays a role in emotional processing (VMPC),
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self-referential mental activity (DMPC) and the recollection of prior ex-

periences (posterior regions) [41]. Other resting state networks are task-

based or task-positive, i.e., their activity increases when a specific task

is performed. These networks include the somatosensory network, visual

network, language network and attention network [38]. Several resting

state networks, which have been consistently identified by different re-

search groups, in different subject groups and using different analysis

methods, are visualized in Figure 3.37. These networks are the pri-

mary sensorimotor network, the primary visual and extra-striate visual

network, a network comprised of bilateral temporal and insular and an-

terior cingulate cortex regions, left and right parietal-frontal network,

the default-mode network and the frontal network [40].

Figure 3.37: Overview of resting state networks that have been consis-

tently identified by different research groups, in different subject

groups and using different analysis methods: the primary sen-

sorimotor network, the primary visual and extra-striate visual

network, a network comprised of bilateral temporal and insular

and anterior cingulate cortex regions, left and right parietal-

frontal network, the default-mode network and the frontal net-

work (Adapted from [40]).
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3.3.2 Resting state fMRI analysis methods

Preprocessing

Before fMRI data can be analyzed, several preprocessing steps have to

be performed. The main purpose of these steps is to correct temporal

or spatial displacements that may have happened during image acquisi-

tion and to improve the detection of widespread signals within or across

subjects [4].

Slice timing correction An fMRI image is acquired one slice at a

time, so there is a slight time difference between the slices. This means

that the signal of brain activity originating in a region that spans several

slices will have a different time delay on each slice. To correct for this,

slice timing correction is used. In this preprocessing step, the fMRI signal

in each slice is calculated as if the slice was acquired first [4].

Motion correction There will always be some head motion in fMRI

images, so motion correction is a common preprocessing step. In this

step, the fMRI images at each time point are realigned with the first

fMRI image. This is usually done using a six-parameter rigid body trans-

formation. Three translations (x, y, z) and three rotations (pitch, roll,

yaw) are calculated to minimize the difference between the images. These

parameters can also be used as covariates during the statistical analysis

of the data to further reduce motion artifacts [4].

Spatial normalization Before a group analysis can be performed,

images of different subjects or acquired at different time points, need

to be matched to each other, so that all brain regions are positioned

in the same location in all images. This can be done by warping the

fMRI images of each subject to a template image. A possible difficulty

is that there may be differences in brain anatomy between subjects that

remain even after warping to a template. Even if a brain structurally

matches a template, differences in brain function may still occur [4].

Spatial normalization is especially challenging when structural lesions

are present in the brain. In this case, more advanced normalization
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methods may be required [42].

Spatial smoothing Functional MR images are typically spatially smoothed

before statistical analysis is done. During this preprocessing step, the

images are convolved with a Gaussian kernel. This reduces noise in the

images and corrects for some residual differences in anatomy between

subjects [43].

Temporal filtering Depending on the following analysis method, a

final preprocessing step is temporal filtering. The images are bandpass

(0.01 to 0.08 or 0.1 Hz) filtered to reduce physiological noise. Within

this frequency range, most meaningful low frequency fluctuations occur

in the rsfMRI signal. Respiratory and aliased cardiac signals have a

higher frequency and are filtered out in this preprocessing step [44].

Regional homogeneity and amplitude of low frequency fluctua-

tions

Regional homogeneity (ReHo) and amplitude of low frequency fluctu-

ations (ALFF) are techniques used to investigate regional spontaneous

brain activity, rather than functional connectivity. ReHo is a voxel-

based method, which examines the degree of regional synchronization of

the BOLD time series. Kendall’s coefficient of concordance is calculated

between the time series of a voxel and that of its neighbors. The higher

this coefficient, the higher the regional synchronization, which is often

associated with a higher activity [44]. The idea behind this technique is

that significant brain activity is more likely to appear in clusters rather

than in one voxel [45]. ReHo is most often computed within a low fre-

quency band, usually 0.01 to 0.1 Hz, but can also be calculated within

a subdivision of this band. For example, cortical activity can be more

easily detected in the range of 0.01 to 0.04 Hz. However, the biological

meaning of ReHo is still relatively unclear.

The ALFF is the average power of the BOLD signal within a low fre-

quency band, usually 0.01 to 0.08 or 0.1 Hz, and indicates the magnitude

of neural activity. Because ALFF is quite sensitive to large fluctuations
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of high frequency noise, fractional ALFF (fALFF) has been introduced.

This is the ratio of the amplitude within the low frequency span (0.01

to 0.08 Hz) to the amplitude of the whole frequency range [44]. An ex-

ample of an ALFF map and a ReHo map is given in Figure 3.38, where

rsfMRI was acquired in healthy volunteers. ALFF and ReHo are mainly

increased in regions of the DMN [46]. ALFF and fALFF can also be

investigated in different frequency ranges which all have different prop-

erties and physiological functions [44]. For example, frequencies between

0.01 and 0.027 Hz may correspond with cortical activity, frequencies

between 0.027 and 0.073 Hz with basal ganglia activity, frequencies be-

tween 0.073 and 0.198 Hz with physiological noise, and frequencies be-

tween 0.198 and 0.25 Hz with white matter signal [46]. The advantages

of ReHo and ALFF are that they have a high test-retest reliability, that

there is no need for a priori definition of regions of interest and that they

can be used to investigate whole-brain regional activity. While ALFF

focuses more on strength or regional brain activity, ReHo looks at its

coherence and centrality. Both techniques can be used to select ROIs for

connectivity analysis or they can be used independently [46].

Figure 3.38: An example of an ALFF map and a ReHo map in healthy vol-

unteers, reflecting regional neural activity. Increased ALFF and

ReHo occur mainly in regions of the default-mode network [46].
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Seed-based analysis

The most basic method to assess functional connectivity in rsfMRI is a

seed-based analysis. In this analysis method, the fMRI time series of

each voxel is correlated with the time series of a predefined brain re-

gion, called a seed. This way a functional connectivity map is obtained

that shows which regions are functionally connected to the seed region.

Several metrics can be used to assess functional connectivity, such as

the Pearson correlation coefficient, cross-correlation coefficient, partial

correlation, multiple regressions and synchronized likelihood. The de-

tails of these metrics are beyond the scope of this thesis (for review,

see [47]). Brain regions that are highly correlated are supposed to be

involved in the same underlying functional process and are thus con-

sidered to be functionally connected. This does not necessarily mean

they are structurally connected. The connections between several seed

regions can be summarized in a connectivity matrix. Advantages of the

seed-based analysis are that it is quite simple and the results are easy

to interpret. Disadvantages are that the seed regions need to be defined

a priori, which can induce bias, and that only connections of the seed

regions can be identified, so it is not possible to investigate whole-brain

connectivity [39, 40, 46]. In Figure 3.39, an example of a seed-based

functional connectivity analysis is visualized. Here, the left Brodmann

area 44 was used as a seed region [39].

Independent component analysis

Whole-brain functional connectivity can be investigated using model-free

methods. These methods search for patterns of functional connectiv-

ity across brain regions. The most commonly used model-free analysis

method is independent component analysis (ICA). The fMRI signal can

be seen as a combination of signals of interest and noise. ICA looks

for a combination of sources that can explain this signal. The signal is

decomposed into independent components, each with specific temporal

and spatial characteristics. This way rsfMRI networks can be extracted.

Each of these networks is characterized by a spatial map of z-scores ob-

tained from the fMRI time series of each voxel and the average time series
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Figure 3.39: Example of a seed-based functional connectivity analysis with a

seed in the left Brodmann area 44, indicated by the cross-hairs.

Regions that are functionally connected to the seed region are

indicated in color [39].

of the network. The average z-score of a network reflects the functional

connectivity within that network [39, 40].

Several networks have been consistently found using ICA, including the

DMN, the language network, and the auditory network [39, 40]. ICA is

usually performed on a group level using the dual regression approach.

This approach consists of three steps. First the concatenated fMRI sig-

nals of all subjects are decomposed into patterns of functional connec-

tivity. Then, a subject-specific spatial map and time course is identified

for each component. Finally, the component maps of the subjects are

combined for non-parametric analysis to identify significant differences

between and within groups [39]. Advantages of ICA include that it can be

applied to whole-brain voxel-wise data, the temporal signals of the com-

ponent can be used for further analysis, and direct comparison between

groups is possible. Drawbacks are that it is more difficult to understand

and interpret, the representation is more complex, and the amount of



112 CHAPTER 3. STRUCTURAL AND FUNCTIONAL MRI

subnetworks that can be detected depends on the number of independent

components that are specified [39, 40, 46]. In Figure 3.40, an example

is given of resting state networks identified using independent compo-

nent analysis in healthy volunteers: A) the default-mode network, B)

auditory network, C) medial visual network, D) lateral visual network,

E) sensorimotor network, F) precuneus network, G) frontoparietal at-

tention network, H) basal ganglia network, I) executive control network

and J) visuospatial network [46].

Figure 3.40: Example of resting state networks identified using independent

component analysis in healthy volunteers: A) the default-mode

network, B) auditory network, C) medial visual network, D)

lateral visual network, E) sensorimotor network, F) precuneus

network, G) frontoparietal attention network, H) basal ganglia

network, I) executive control network and J) visuospatial net-

work [46].
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Graph theory

Functional connectivity can be investigated on a whole-brain level using

graph theory. As described in section 3.2.2, the brain can be seen as a

graph consisting of nodes, i.e., brain regions, and edges, i.e., interactions

between the nodes. The edges can be anatomical, functional or effec-

tive connections between nodes. In the context of rsfMRI, edges usually

represent functional connections, assessed using the Pearson correlation

coefficient. Functional connections are temporal correlations between

brain activity in (un)connected brain regions. The functional network

is represented by its connectivity or correlation matrix, in which the

rows and columns correspond with the nodes or brain regions, and the

elements with the correlation between them. In Figure 3.41, the con-

struction of a functional brain network and the corresponding graph is

visualized. The Pearson correlation coefficient is calculated between the

time series of pairs of regions of interest and the results are summarized

in a correlation matrix. This matrix is then represented by a graph in

which the nodes correspond with the regions of interest and the edges

with the correlation coefficients [30].

Figure 3.41: Construction of a functional network and graph. 1) The mean

time series of predefined regions of interest (ROIs) are extracted

from the rsfMRI images. 2) The Pearson correlation coefficient

between each pair of ROIs is calculated and a correlation matrix

is obtained. 3) The correlation matrix can be visualized as a

graph in which the nodes represent the ROIs and the edges the

correlation coefficients between them (Adapted from [48]).

Network measures of global or local connectivity can be calculated to

characterize graphs. Measures of functional integration give an indi-

cation of overall communication efficiency in the brain. Examples are



114 CHAPTER 3. STRUCTURAL AND FUNCTIONAL MRI

characteristic path length, the average shortest path length between two

nodes in the network, and global efficiency, the average inverse shortest

path length. Measures of functional segregation reflect local intercon-

nectivity. Clustering coefficient, which is the proportion of neighbors

of a node that are also connected to one another, is the main measure

of segregation. Other measures include local efficiency, which is similar

to global efficiency but calculated within the neighborhood of a node,

and modularity, which indicates the size and composition of clusters.

The ratio between segregation and integration is called small-worldness.

Functional brain networks typically have a small-world organization [30].

Measures of centrality reflect the importance of a node in the network.

The most common measure of centrality is degree, i.e., the number of

edges connected to a node. Other measures of centrality are the partici-

pation coefficient, which reflects the amount of connections of node with

other clusters, and betweenness centrality, which is the proportion of

shortest paths in the network that cross a certain node. These network

measures are described in more detail in section 3.2.2 [30].

Some methodological considerations have to be taken into account when

applying graph theory to the analysis of rsfMRI. Methodological de-

cisions such as the selection of the nodes, definition of the edges and

thresholding of the correlation matrix can affect the results, and can

make it difficult to compare different experimental studies. The nodes

used to construct a functional brain network can be based on struc-

tural information, such as an anatomical atlas, or based on functional

information. In the latter case, components derived from independent

component analysis can be used to determine the nodes, or they can be

selected using a task- or stimulus-based fMRI protocol. Node selection

based on functional information tends to minimize confounds and allows

for a more accurate estimates of functional connectivity [49]. Edges can

be defined based on different correlation measures. The most simple and

most common measure is the Pearson correlation, that evaluates the sim-

ilarity between two signals. Other measures are coherence, that assesses

the similarity between two signals with a time lag, partial correlation,

that controls for nuisance factors, and mutual information, that deter-
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mines how much information can be obtained about one signal based on

another signal. Simulation studies have reported that the simple meth-

ods, such as Pearson correlation and partial correlation, have the best

performance [50]. Edges can be weighted or binary, with weighted edges

representing the strength of the connection. The advantages of binary

networks are that they are easier to characterize and to compare sta-

tistically. However, they contain less detailed information. Weighted

networks take into account pairwise regional strength. They also tend

to be more sensitive to network changes after a brain injury. Therefore,

the use of weighted edges is preferred [49]. Connections in the functional

network with a low strength or non-significant correlation can be spuri-

ous connections, and influence the topology of the strong and significant

connection. Therefore, these connections are often removed by applying

a threshold. The threshold can be absolute, discarding all connections

below a certain strength, or they can be proportional, leading to networks

with the same number of edges [30]. An absolute threshold can lead to

a different number of edges between networks, and can cause significant

differences in network topology between groups. Therefore, proportional

thresholding is preferred. However, this type of thresholding may not be

ideal in certain brain pathologies, where only regional differences in con-

nectivity occur. If local increases in functional connectivity are detected,

other connections that did not change may be erroneously removed from

the network to maintain the same number of edges [51]. While most

correlations in the functional brain network are positive, there are some

negative correlations as well. Using Pearson correlation, the number of

negative correlations is small, but when partial correlation is used, the

number of positive and negative correlations is similar. Global signal

regression to remove nuisance signals leads to a higher number of neg-

ative correlations as well. Currently, there is no consensus for handling

negative correlations, or how to interpret them. It is not clear what nega-

tive correlations represent. They might be statistical artifacts, but could

also reflect NMDA action in cortical inhibition [51]. Negative correla-

tions are typically removed from the network [30]. In this dissertation,

nodes were selected based on an anatomical atlas and edges were de-

fined using Pearson’s correlation coefficient. A weighted network was
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used, and weak connections were removed using proportional thresholds

to obtain a network density ranging from 20% to 50%. Only positive

correlations were taken into account.

Dynamic functional connectivity

In functional connectivity analysis, correlations between brain regions

are typically calculated over the entire scan time, which is usually 5

to 20 minutes. Functional connectivity is thus assumed to be stationary

[52]. However, several fMRI and electrophysiological studies have demon-

strated that functional connectivity fluctuates within shorter time scales

of seconds [52, 53]. To capture these fast changes, dynamic functional

connectivity can be used [54].

The most common strategy to investigate dynamic functional connec-

tivity is using a sliding window approach [52, 55]. In this approach,

a functional connectivity metric, usually the Pearson correlation coef-

ficient, is calculated between pairs of fMRI time series within a time

window with length W. Then the time window is shifted by a time inter-

val T, and again the functional connectivity metric is calculated within

the window, which now spans from time=ti+1+T to time=ti+W+T,

with ti a time point within the fMRI time series. This is repeated for

the entire fMRI time series, leading to a time series of functional connec-

tivity. Correlations are calculated for each pair of time series of regions

of interest, so a time series of NxN connectivity matrices is obtained,

with N the number of regions of interest (Figure 3.42) [52].
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Figure 3.42: Sliding window approach. A functional connectivity metric is

calculated between pairs of fMRI time series within a time win-

dow. Then the time window is shifted and again, the functional

connectivity metric is calculated within the window. This is re-

peated for the entire fMRI time series, leading to a time series

of functional connectivity. Connectivity is calculated for each

pair of time series of regions of interest, so a time series of NxN

connectivity matrices is obtained, with N the number of regions

of interest. Graph theory can be used to obtain more informa-

tion about the dynamic functional connectivity. Graph metrics

are calculated for each connectivity matrix, leading to a time

series of graph metrics (Adapted from [52]).
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It is important to use an appropriate window length W. If W is too short,

spurious fluctuations can occur in the dynamic functional connectivity

or there may not be enough time points within the window to reliably

calculate correlations. If W is too long, not all fluctuations in dynamic

functional connectivity will be detected [52]. Typically, windows of 30 to

60 s are used [52, 55]. A limitation of using a rectangular window is that

all time points within the window contribute equally to the correlation,

which can lead to outliers in the dynamic functional connectivity. To

solve this, tapered windows, which disregard time points at the bound-

aries of the window, can be used [52].

While the Pearson correlation coefficient is used most often to assess

functional connectivity in the sliding window approach, higher order

analysis techniques can be used as well. Using ICA, the windows of

the fMRI time series are decomposed into spatial components, and the

temporal evolution of these components can be further analysed [52].

Graph theory is often used to obtain more information about the dy-

namic functional connectivity. Graph metrics are calculated for each

connectivity matrix, leading to a time series of graph metrics. These

metrics have been shown to vary over time, which indicates that brain

networks are functionally disconnected one moment and interact with

each other the next. Graph metrics can thus provide more insight into

network integration and segregation (Figure 3.42) [52].

Dynamic functional connectivity metrics can be quantified using their

standard deviation, coefficient of variation, or amplitude of low fre-

quency fluctuations. Additionally, matrix factorization techniques such

as k-means clustering or ICA can be used to decompose the metric into

patterns or states of functional connectivity. For a group analysis, the

connectivity time series of all subjects are concatenated before they are

further analyzed. Using k-means clustering, recurrent patterns, which

do not overlap in time, can be obtained. Temporal ICA can be used

to identify maximally mutually temporally independent states. These

states can overlap in time and each state contributes differently to func-

tional connectivity at each time point [52].
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Functional connectivity is known to differ in different frequency bands.

To investigate dynamic functional connectivity in different frequency

bands, a time-frequency analysis, such as wavelet transform coherence

(WTC), can be used. In this type of analysis, the coherence and phase

lag between two time series are estimated as a function of time and fre-

quency. An advantage of this technique is that you do not need a fixed

window length, but the window depends on the frequency. Shorter win-

dow lengths are used for higher frequencies, and longer window lengths

for lower frequencies [52]. The details of WTC are beyond the scope of

this thesis and can be found in [53].

An alternative view on dynamic functional connectivity suggests that

meaningful information can be obtained from a single time point. In this

approach, specific time points or events are selected, for example time

points where the fMRI time series exceeds a threshold or time points

where the fMRI signal is spatially similar. These clusters of time points

are called co-activation patterns and characterize a specific configuration

of BOLD activity (Figure 3.43) [52, 55].

Figure 3.43: Frame-wise analysis. Time points where the fMRI time series

exceeds a threshold are selected (dots). These clusters of time

points are called co-activation patterns and characterize a spe-

cific configuration of BOLD activity (Adapted from [52]).

Another approach on dynamic functional connectivity is to analyse re-

curring spatiotemporal patterns that occur in the fMRI signal. Unlike

the co-activation patterns, which reflect BOLD activity at a single time

point, the spatiotemporal patterns are sequences of consecutive time
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points. Majeed et al. [56] developed a method to identify these patterns

and found patterns that were reproducible across subjects and species.

These patterns included the DMN and attention network, which had op-

posed activity levels. An overview of the method is given in Figure 3.44.

A series of consecutive images at a random time point is used as a tem-

plate (a). Sliding correlations are calculated between the template and

the fMRI time series (b). Peaks with a correlation that exceeds a thresh-

old are identified (c). The series of images that correspond with these

peaks are averaged to obtain an updated template (d). This process (b-

d) is repeated until the template remains the same for two repetitions

[52, 55, 56].

Figure 3.44: Method of Majeed et al. [56] to identify spatiotemporal patterns

in the rsfMRI signal. A series of consecutive images at a ran-

dom time point is used as a template (a). Sliding correlations

are calculated between the template and the fMRI time series

(b). Peaks with a correlation that exceeds a threshold are iden-

tified (c). The series of images that correspond with these peaks

are averaged to obtain an updated template (d). This process

(b-d) is repeated until the template remains the same for two

repetitions [56].
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3.4 Diffusion-weighted and resting state functional

MRI in temporal lobe epilepsy

3.4.1 White matter and microstructural integrity in TLE

Diffusion-weighted MRI studies in patients with TLE have reported

widespread changes in white matter integrity using the DTI model. Frac-

tional anisotropy (FA) was reduced in several white matter regions, and

mean diffusivity (MD) and radial diffusivity (RD) were increased [57–59].

Reduced FA, and to a lesser extent increased MD, were found in most

association, commissural and projection fibers, in particular in fronto-

central regions such as the genu and body of the corpus callosum, ante-

rior corona radiata, cingulum and external capsule [57]. White matter

changes were not restricted to the ipsilateral hemisphere but extended

contralaterally [58]. However, white matter in the temporal lobe was

more affected than white matter further away from the epileptogenic

zone [57–59]. In a sub-group of TLE patients with hippocampal sclero-

sis, white matter changes were more severe, especially in hippocampal

afferent and efferent tracts, such as cingulum, fornix and uncinate [57]. In

addition, white matter changes were associated with age at epilepsy on-

set, epilepsy duration, and male sex [59]. Onset of epilepsy at a younger

age and a longer disease duration resulted in larger changes in FA and

MD in white matter bundles, which indicates that the white matter

changes might be caused by recurrent seizures [57, 59].

A reduction in FA typically corresponds with a loss of axons and myelin

sheaths, while increased MD and RD are associated with myelin dis-

ruption and increased extracellular space [57, 58]. Studies combining

dMRI with histology found increased extra-axonal fraction, reduced ax-

onal membrane circumference and reduced myelination in postsurgical

fimbriae specimens. Presurgical FA was correlated with the reduction

in axonal membrane circumference, and almost significantly correlated

with decreased myelin thickness [58, 60].

The pathophysiological mechanisms underlying the changes in white

matter structures in TLE are still largely unknown [58, 59]. The changes
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could be related to the initial lesion or epileptogenic process, widespread

axonal damage due to repetitive seizure spread, systemic effects of seizures

like hypoxia and vasoconstriction, anti-epileptic drugs, altered brain de-

velopment or neuroplasticity [58]. Because white matter changes are

more severe close to the epileptogenic zone, it is more likely that they

are caused by intrinsic processes, such as frequent seizure propagation,

than external factors, such as anti-epileptic drugs [57, 59].

Additional clinical and preclinical studies are necessary to further inves-

tigate the underlying mechanisms of white matter changes [58]. These

studies could also provide insight into the cognitive comorbidities of TLE,

such as impaired memory and altered executive functioning [59]. Most

studies investigating white matter integrity in patients with TLE use the

DTI model. As already mentioned, the main limitation of this model is

that it does not take into account crossing fibers. While decreased FA

and increased MD are assumed to be associated with demyelination and

axonal injury, FA can also be decreased in the presence of crossing fibers,

because of extracellular diffusion, or because of other technical or bio-

logical factors. More advanced diffusion sequences and analysis methods

could provide more insight into the biological meaning of white matter

changes [57].

3.4.2 Structural and functional networks in TLE

Diffusion-weighted MRI also revealed changes in the structural network

organization of the brain in TLE [61], but the results from the literature

are not always consistent. Most studies reported decreased structural

connectivity, and decreased network integration or communication effi-

ciency. However, some studies found an increase in average clustering

coefficient, indicating increased network segregation or local intercon-

nectivity [61, 62], while others reported a decreased clustering coefficient

[63].

The changes in white matter integrity also affect the functional net-

work organization of the brain. Using resting state fMRI, studies found

decreased functional connectivity, mainly in temporolimbic regions and
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regions of the default mode network (DMN) [62, 63]. In a study by Bern-

hardt et al. [64], more severe structural changes in hippocampus were

associated with a larger reduction in functional connectivity. Studies in-

vestigating functional network topology reported a decreased clustering

coefficient in TLE patients, while network integration or communication

efficiency appeared to be both increased or decreased [63].

3.4.3 Potential clinical and preclinical applications

Diffusion and resting state functional MRI have the potential to be valu-

able tools in the diagnosis and treatment of epilepsy, especially in presur-

gical planning. RsfMRI can be used to identify seizure foci, either on its

own or in combination with EEG. Regions of increased functional connec-

tivity, identified using rsfMRI and graph theory, were shown to overlap

with epileptogenic areas identified using invasive EEG [38]. Both func-

tional and structural network measures can be used to lateralize seizure

focus [62]. In addition, changes in brain connectivity in spatially re-

mote regions may provide new targets for surgical intervention or brain

stimulation [65].

Task-based fMRI can be used in presurgical evaluation to localize elo-

quent cortex. Using a task protocol, motor areas and cortical areas

involved in speech and language can be identified. In addition, cognitive

functions can be mapped [34]. Alternatively, rsfMRI can be used to lo-

calize eloquent cortex as well. The advantage of rsfMRI over task-based

fMRI is that it is less demanding and can be carried out on patients

who are unable to execute a task-based protocol, such as young children,

sedated patients, patients who are paretic or aphasic or patients with an

altered mental status. It is also possible to detect several resting state

networks at the same time, which reduces scanning time [38]. Using

diffusion MRI tractography, important white matter tracts, such as the

optic tract, can be mapped. This can help to predict functional deficits

after surgery [62].

An application of structural and functional network analysis in epilepsy

could be to predict and evaluate outcome after surgery [38, 62]. Us-
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ing structural connectome measures and deep learning, predictive values

for postoperative outcome could be obtained [66]. A rsfMRI analysis

revealed that increased thalamic hubness was associated with seizure

recurrence after surgery [67]. More diffuse functional epileptogenic net-

works seemed to predict a negative postoperative outcome [65].

An important future application of diffusion and resting state functional

MRI is to better understand how a normal brain changes into an epilep-

tic brain [65] and which brain regions play an important role during this

highly dynamic biological process. This could help to improve the diag-

nosis and treatment of epilepsy [62]. Longitudinal preclinical studies that

perform structural and functional network analysis can help to identify

valuable biomarkers, i.e., objective measures of biological processes, that

might be excellent tools for monitoring epileptogenesis and the dynamics

of increased seizure propensity, as well as the potential to interfere with

these key pathological aspects of epilepsy.
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4 | Research aims

The main aim of this dissertation is to gain more insight into the mech-

anisms of epileptogenesis, with the ultimate goal of finding a biomarker

to predict which patients will develop epilepsy after an initial precipi-

tating injury. To this end, alterations in structural and functional brain

networks during epileptogenesis are investigated in a rat model of TLE

using advanced magnetic resonance imaging (MRI).

Structural connectivity can be assessed using diffusion-weighted MRI

(dMRI). This imaging technique detects the diffusion of water, based

on which the microstructure and structural integrity of the brain can

be mapped. The most basic and most commonly used model of diffu-

sion is the diffusion tensor model. However, this model is not specific

to microstructure and is not accurate in the presence of complex white

matter configurations. A more advanced model that can overcome these

limitations is multi-shell multi-tissue constrained spherical deconvolu-

tion (MSMT-CSD). Based on this model, a more accurate estimation of

white matter structures in the brain (tractography) can be obtained. In

addition, information about specific white matter fiber populations can

be derived from this model using fixel-based analysis (FBA), and the

structural integrity of these populations can be assessed. In Chapter 5,

structural network topology and white matter integrity are investigated

using dMRI, tractography and FBA based on the MSMT-CSD model in

a rat model of TLE, to address the following research questions:

• How does the structural brain network change during epileptogen-

esis and which brain regions are affected most?
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• Are changes in structural network topology related to changes in

white matter integrity?

Resting state functional MRI (rsfMRI) is an imaging technique that al-

lows visualisation of whole-brain activity and can be used to identify

and investigate functional brain networks. The topology of these net-

works can be assessed using graph theory. In graph theory, the brain is

represented as a network consisting of nodes, usually brain regions, and

edges, which show the relationship between the nodes. Several graph

theoretical measures can be calculated to describe and quantify the net-

work. In Chapter 6, changes in functional network topology in a rat

model of TLE are evaluated using rsfMRI and graph theory analysis.

The following research questions are addressed:

• How does the functional organization of the rat brain change after

status epilepticus and during the development of TLE?

• In which brain regions does the degree of functional connectivity

change the most?

• Are changes in functional network topology associated with the

occurrence of spontaneous epileptic seizures?

In most rsfMRI studies, one value of functional connectivity is calculated

over an entire scan, which usually lasts 5 to 20 minutes. Functional

connectivity is thus assumed to be stationary during this time period.

However, in reality, functional connectivity fluctuates within shorter time

scales of seconds. To capture these fast changes, dynamic functional

connectivity analysis can be used. In Chapter 7, changes in dynamic

functional connectivity and network topology during epileptogenesis are

investigated in a rat model of TLE, to address the following research

questions:

• How do dynamic functional connectivity and network topology of

the rat brain change after status epilepticus and during the devel-

opment of TLE?

• Are the changes in dynamic functional connectivity and network

topology associated with the occurrence of spontaneous seizures?



5 | White matter integrity in a rat model

of epileptogenesis: structural con-

nectomics and fixel-based analysis

This chapter is based on: Christiaen, E., Goossens, M. G., Descamps, B.,

Delbeke, J., Wadman, W., Vonck, K., Boon, P., Raedt, R., & Vanhove,

C. (2021). White matter integrity in a rat model of epileptogenesis:

structural connectomics and fixel-based analysis. Brain Connectivity.

Abstract

Introduction Electrophysiological and neuroimaging studies have demon-

strated that large-scale brain networks are affected during the develop-

ment of epilepsy. These networks can be investigated using diffusion

magnetic resonance imaging (dMRI). The most commonly used model

to analyze dMRI is diffusion tensor imaging (DTI). However, DTI met-

rics are not specific to microstructure or pathology and the DTI model

does not take into account crossing fibers, which may lead to erroneous

results. To overcome these limitations, a more advanced model based on

multi-shell multi-tissue constrained spherical deconvolution was used in

this study to perform tractography with more precise fiber orientation

estimates and to assess changes in intra-axonal volume using fixel-based

analysis.

Methods Diffusion MRI images were acquired before and at several

time points after induction of status epilepticus in the intraperitoneal

kainic acid (IPKA) rat model of temporal lobe epilepsy. Tractography
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was performed and fixel metrics were calculated in several white matter

tracts. The tractogram was analyzed using graph theory.

Results Global degree, global and local efficiency were decreased in

IPKA animals compared to controls during epileptogenesis. Nodal de-

gree was decreased in the limbic system and default-mode network,

mainly during early epileptogenesis. Furthermore, fiber density (FD) and

fiber-density-and-cross-section (FDC) were decreased in several white

matter tracts.

Discussion These results indicate a decrease in overall structural con-

nectivity, integration and segregation and decreased structural connec-

tivity in the limbic system and default-mode network. Decreased FD and

FDC point to a decrease in intra-axonal volume fraction during epilep-

togenesis, which may be related to neuronal degeneration and gliosis.

5.1 Introduction

Epilepsy is a neurological disorder characterized by recurrent epileptic

seizures, which affects more than 50 million people worldwide [1, 2]. In

about one third of patients, seizures cannot be suppressed with anti-

epileptic drugs, i.e., they suffer from drug-resistant epilepsy. One of the

most prevalent types of drug-resistant epilepsy is temporal lobe epilepsy

(TLE) [3]. This type of epilepsy is often the result of an initial pre-

cipitating insult, such as stroke, head trauma, infection, brain tumor,

or status epilepticus (SE), i.e., a prolonged, uncontrolled seizure. The

transformation process of a normal brain into an epileptic brain is called

epileptogenesis [4]. Studies investigating brain connectivity have demon-

strated that large-scale brain networks are affected during epileptogen-

esis. Obtaining more knowledge about these networks could improve

our understanding of the disease mechanisms and help to develop new

therapies [5].

When investigating brain connectivity, a distinction can be made be-

tween structural connectivity, the “hardware” of the brain, and func-

tional connectivity, the “software” that uses the hardware to execute
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specific tasks. Many studies have investigated functional connectivity

in epilepsy (for review, see [6]), but the research into structural con-

nectivity is more limited, even though integrating the functional and

structural changes could provide more accurate information about the

epileptogenic process. In this paper we will focus on structural connectiv-

ity, assessed using diffusion MRI (dMRI). Diffusion MRI is an imaging

technique that can be used to map the microstructure and structural

integrity of the brain. Using diffusion tensor imaging (DTI), studies in-

vestigating epilepsy found extensive and bilateral alterations in white

matter tracts and mainly reported decreased fractional anisotropy (FA)

and increased diffusivity [5, 7, 8]. Using DTI-based tractography, most

studies found decreased structural connectivity and decreased global and

local efficiency in the structural brain network [9–12].

Disadvantages of DTI are that the metrics are not specific to microstruc-

ture or pathology and difficult to interpret [13]. In addition, this model

does not take into account that many voxels contain crossing or kissing

fibers, leading to diffusion metrics that may not be fiber-specific and even

erroneous [14, 15]. A model that can overcome this limitation is multi-

shell multi-tissue constrained spherical deconvolution (MSMT-CSD). Us-

ing this model, fiber orientation distribution functions can be estimated

and whole-brain fiber tractography can be performed with more precise

fiber orientation estimates [14]. Based on the tractography, structural

brain networks can be investigated. The few studies that investigated

epilepsy using this technique reported decreased structural connectivity

in patients with TLE [16].

Using the MSMT-CSD model, it is also possible to obtain information

about specific fiber populations within a voxel, referred to as a fixel (fiber

population in voxel). Fixel-based analysis (FBA) can be used to detect

white matter changes that are related to brain connectivity, such as fiber

density (FD), which reflects the intra-axonal volume fraction within vox-

els [15]. A fixel-based metric for macroscopic white matter tract mor-

phology is fiber-bundle cross-section (FC), which is related to volume

differences perpendicular to the fiber orientation [15]. These metrics can

also be combined (multiplied) as fiber-density-and-cross-section (FDC),
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which is related to the total intra-axonal volume and is a more com-

prehensive measure of the ability of white matter to relay information

than fiber density or fiber-bundle cross-section separately (Figure 5.1)

[15]. The very few studies that have used FBA to investigate epilepsy

reported decreased FD and FDC in patients with epilepsy [17, 18].

Figure 5.1: Representation of a normal axon bundle (black) containing ax-

ons (blue). The grid (grey) represents imaging voxels. In this

example of pathological changes in fixel metrics, fiber density

(FD), fiber-bundle cross-section (FC) and fiber-density-and-cross-

section (FDC) are decreased compared to a normal axon bundle.

Adapted from Raffelt et al. [15].

In this study, changes in structural brain connectivity and white mat-

ter integrity during epileptogenesis were investigated using whole-brain

tractography and FBA based on the MSMT-CSD model in the intraperi-

toneal kainic acid (IPKA) rat model for TLE. Diffusion MR images were

acquired before SE and at multiple time points (1, 3, 11 and 16 weeks)

post-SE in IPKA animals and age-matched controls. The aim of this

study was twofold: to investigate 1) how the structural brain network

changes during epileptogenesis and which brain regions are affected most
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and 2) whether the changes in network topology are related to changes

in white matter integrity, assessed using FBA. To the best of our knowl-

edge, this is the first longitudinal dMRI study that combines analysis of

structural connectivity and FBA in a rat model of TLE.

5.2 Materials and methods

5.2.1 Animals

Sixteen adult male Sprague-Dawley rats (238±11 g body weight at SE

induction; Envigo, The Netherlands) were included in this study. All ani-

mals were treated according to European guidelines (directive 2010/63/EU)

and the protocol was approved by the local Ethical Committee on Ani-

mal Experiments of Ghent University (ECD 16/31). The animals were

housed under controlled laboratory conditions (12 h normal light/dark

cycles, 20–23 C and 40–60% relative humidity) with food (Rats and

Mice Maintenance, Carfil, Belgium) and water ad libitum. The animals

were housed individually in type III H cages (Tecniplast, Australia) on

wood-based bedding (Carfil, Belgium). Paper nesting material (Nesting,

Carfil, Belgium) and a piece of gnawing wood (M-brick, Carfil, Belgium)

were added to the cages for enrichment.

5.2.2 Status epilepticus

In 9 animals (8 weeks old), kainic acid (KA; Tocris Bioscience, UK) was

injected intraperitoneally (i.p., 5 mg/kg/h) according to the protocol of

Hellier et al. [19]. KA was injected every hour until motor seizures were

induced for 3 hours or longer, called status epilepticus (SE). On average,

13.6 mg/kg KA (range: 10–20 mg/kg) was administered to the animals.

The remaining 7 animals were used as control group.

5.2.3 Image acquisition

Anatomical and diffusion-weighted MR images were acquired in 9 IPKA

animals and 7 control animals before the induction of SE, twice during

early (1 and 3 weeks post-SE, seizures are rare) and twice during late

epileptogenesis (11 and 16 weeks post-SE, frequent seizures). One of the
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IPKA animals died before the final scanning session. During the scanning

sessions, the animals were anesthetized with isoflurane (5% for induction,

2% for maintenance; Isoflo, Zoetis, USA) and O2. If necessary, isoflurane

was lowered gradually to a minimum of 0.5% to maintain a respiratory

rate of 0.7 to 1 per second. Respiration was monitored using a pres-

sure sensor, and a circulating-water heating pad and bubble wrap were

used to control body temperature. The MRI scans were performed on

a 7T system (PharmaScan, Bruker, Germany) using a transmit-receive

volume coil (Bruker, Germany). First, a T2-weighted anatomical image

was acquired using a Rapid Acquisition with Refocused Echoes (RARE)

sequence with TR 5.5 s, TE 37 ms, RARE factor 8, FOV 25 x 25 mm2,

in-plane resolution 109 x 109 µm2, slice thickness 600 µm, 45 slices,

acquisition time 12 min. Then, 3 diffusion-weighted MR images were

acquired using spin-echo echo-planar imaging (EPI) with 32, 46 and 64

gradient directions, b-values of 800, 1500 and 2000 s/mm2, and 5, 5 and

7 b0 images, respectively, with TR 6.250 s, TE 24 ms, 4 EPI segments,

FOV 30 x 30 mm2, in-plane resolution 333 x 333 µm2, slice thickness

500 µm, interslice distance 600 µm, 25 slices and total acquisition time

65 min.

5.2.4 Electrode implantation and EEG recording

To record electroencephalography (EEG), electrodes were implanted in

both hippocampi on average 22 weeks post-SE (range 21 to 23 weeks) in

the IPKA group (n=8). Bipolar recording electrodes were placed stereo-

tactically in both hippocampi (AP -5.3 mm, ML +&-3.2 mm relative to

bregma, DV about -3.0 mm relative to brain surface). The Rat Brain

Atlas by Paxinos and Watson [20] was used to select the coordinates.

To ensure that all animals in the IPKA group had spontaneous seizures,

EEG was recorded for eight consecutive days in awake and freely moving

animals. The IPKA animals were connected to the EEG setup two to

three weeks after surgery. Electrographic seizures, defined as a repet-

itive pattern (>2 Hz) of complex, high amplitude EEG spikes, longer

than 5 seconds, were annotated by an experienced investigator. The

first 36 hours of EEG recording were considered an acclimatization pe-
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riod and were not included in further analysis. The average number of

seizures/day was calculated based on the last six days of EEG recording.

5.2.5 Image preprocessing

The diffusion-weighted images were preprocessed using MRtrix3 [21] and

the ExploreDTI toolbox version 4.8.6. [22]. First, the three shells were

concatenated and noise correction and Gibbs ringing correction were

performed using the dwidenoise and mrdegibbs commands in MRtrix3.

Next, the images were corrected for EPI, eddy current and motion distor-

tion in ExploreDTI. In MRtrix3, response functions were estimated for

white matter, grey matter and cerebrospinal fluid using the command

dwi2response dhollander. Then, fiber orientation distributions (FOD)

were estimated using MSMT-CSD with the MRtrix3 command dwi2fod.

Bias field correction and intensity normalization were performed on the

FOD images using the command mtnormalise. Next, the images were

registered and warped to an FOD template with reorientation. This

template was calculated based on the FOD images of the IPKA animals

3 weeks post-SE.

5.2.6 Structural connectome

Whole-brain tractography was performed with the tckgen command in

MRtrix using the probabilistic iFOD2 algorithm. Streamlines were seeded

from 5 million seeds, the FOD cutoff value was set at 0.25 and a step

size of 15 µm was used. Then, the command tcksift2 was used to filter

out streamlines to obtain a better match between the tractogram and

fixel-wise fiber densities.

A structural connectome, or graph, was constructed with 38 predefined

regions of interest (ROIs) as nodes and the number of streamlines that

cross each pair of ROIs as edges. The ROIs, listed in Table 5.1, were

drawn manually based on T2-weighted anatomical images and FOD tem-

plate. Each region has a component on the left and right side of the brain.

The number of streamlines crossing each pair of ROIs was calculated us-

ing the command tck2connectome in MRtrix3.
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Table 5.1: Regions of interest (ROIs) used for the construction of the struc-

tural brain network.

Regions of interest (ROIs)

Full name
Abbre-

viation
Full name

Abbre-

viation

Auditory Cortex Au Piriform Cortex Pir

Caudate Putamen CPu
Posterior Parietal

Cortex
PtP

Cingulate Cortex Cg Retrosplenial Cortex RSC

Dorsolateral

Orbitofrontal Cortex
DLO Septum Sep

Globus Pallidus GP Somatosensory Cortex SSC

Hippocampus Hip Subiculum Sub

Insula Ins
Temporal Association

Cortex
TeA

Motor Cortex MC Thalamus Th

Nucleus Accumbens NAc Visual Cortex Vis

Parietal Association

Cortex
PtA

Graph theoretical network metrics were calculated for each graph using a

Graph Theoretical Analysis Toolbox (GRETNA) [23]. First, a threshold

was applied to the network to remove the weakest connections. Sev-

eral thresholds were used to obtain a network density (i.e., the number

of remaining connections divided by the maximum number of possible

connections) ranging from 20 to 50% with a 5% interval. The following

weighted network metrics were then calculated for each network density

and averaged: degree, characteristic path length, global efficiency, clus-

tering coefficient and local efficiency. Degree or connection strength is

the sum of the edges linked to a node. It is an indication of centrality

or the importance of a region in the structural network. Characteristic

path length is the mean number of edges between two nodes in the net-

work, and global efficiency is the mean inverse path length between two

regions. These are measures of integration in the network or the overall
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efficiency of the network. Clustering coefficient is the ratio of neighbors

of a node that are also linked to one another and local efficiency is the

average inverse path length within the neighborhood of a node, i.e., the

nodes linked to that node. These are measures of segregation or local

interconnectivity [24, 25].

5.2.7 Tractometry-based DTI analysis

The DTI metrics fractional anisotropy (FA), axial diffusivity (AD), radial

diffusivity (RD) and mean diffusivity (MD) were calculated on a whole-

brain level using the dwi2tensor and tensor2metric commands in MR-

trix3. From the whole-brain tractography of the individual animals, six

white matter tracts were extracted using the tck2connectome command:

anterior commissure, corpus callosum, cingulum, internal and external

capsule, and fimbria. These tracts were selected because they were the

most prominent white matter bundles in the whole-brain tractography.

Along each tract, DTI metrics were evaluated using the tckresample and

tcksample commands in MRtrix3. Then, the median of each DTI metric

was calculated for each tract.

5.2.8 Fixel-based analysis

For the fixel-based analysis, a new FOD template was constructed based

on the baseline images of all animals. To obtain an isotropic resolution,

voxel size of the template was changed to 0.3 x 0.3 x 0.3 mm3. The

individual normalized FOD images were registered and warped to the

template without reorientation using the mrregister and mrtransform

commands in MRtrix3. Then, a fixel mask was constructed using the

fod2fixel command. For each scan, fiber density was calculated using the

fod2fixel command and fiber-bundle cross-section was calculated based

on the warp that was computed during the image registration using the

warp2metric command. In addition, the combined metric fiber-density-

and-cross-section was calculated. These metrics were analyzed at two

levels: using fixel-based analysis (FBA) and using ROI-based analysis.

For FBA, whole-brain tractography was performed on the baseline tem-

plate using an FOD cutoff value of 0.325 and step size of 15 µm, leading
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to 2 million streamlines. The tractogram was filtered using the com-

mand tcksift. For the ROI-based analysis, six white matter tracts were

extracted from the tractogram using the tck2connectome command: an-

terior commissure, corpus callosum, cingulum, internal and external cap-

sule, and fimbria. The tracts were converted to ROIs using the tckmap

command and manually corrected for stray streamlines and enlarged

ventricles at later time points. Then, average FD, FC and FDC were

calculated for each ROI.

5.2.9 Volume of enlarged ventricles

On the T2-weighted images, it was clear that the size of the ventricles

increased during epileptogenesis. To measure the change in ventricular

volume, ventricles were manually delineated on the T2-weighted images

using mrview in MRtrix3.

5.2.10 Statistical analysis

The global and nodal network metrics, the tractography-based and fixel-

based metrics in white matter tracts were analyzed using the MIXED

procedure (linear mixed-effects model) in IBM SPSS Statistics for Win-

dows, version 26 (IBM Corp., N.Y., USA) using the protocol of Duricki

et al. [26]. The covariance structure was ‘compound symmetry’, and

group (IPKA and control animals), time (baseline, 1, 3, 11 and 16 weeks

post-SE) and group-by-time interaction were fixed factors. Ventricu-

lar volume was used as covariate. Significant effects and interactions

were investigated using least-significant-difference tests, and to correct

for multiple comparisons, the Bonferroni correction was used. A signif-

icance level of 0.05 was used for main effects and interactions for the

analysis of the global metrics, while for nodal degree, a significance level

of 0.0026 was used to correct for multiple comparisons between nodes

and for the fixel metrics in white matter tracts, and a significance level

of 0.0083 was used to correct for multiple comparisons between tracts.

Ventricular volume was analyzed in the same way, but without covariate

and with a significance level of 0.05.
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For FBA, differences in fixel metrics between groups were analyzed at

each time point using the fixelcfestats command in MRtrix3, which uses

connectivity-based fixel enhancement and non-parametric permutation

testing. The significance level after family-wise error rate (FWE) correc-

tion was 0.05.

Correlations between global degree, global and local efficiency post-SE

on the one hand and FD, FC and FDC post-SE, averaged over the white

matter tracts, on the other hand were analyzed using the Pearson cor-

relation coefficient. A significance level of 0.008 was used to correct

for multiple comparisons between parameters. Correlations of global

network metrics, nodal network metrics and fixel metrics with seizure

frequency were assessed using Spearman’s rank correlation coefficient.

5.3 Results

5.3.1 Ventricular volume

In Figure 5.2A, a T2 scan of a representative animal of each group at each

time point is shown with delineation of the ventricles. Statistical analysis

of the ventricular volume showed a significant group-by-time interaction

(F4,57.835=4.426, p=0.003). Ventricular volume was significantly higher

in the IPKA group compared to the control group during early epilep-

togenesis (1 and 3 weeks post-SE). During late epileptogenesis (11 and

16 weeks post-SE), ventricular volume was still increased in the IPKA

group. In addition, there was a significant increase in ventricular volume

in the control group (Figure 5.2B).
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Figure 5.2: A) Outline of ventricular volume on T2 image of representative

IPKA animal (KADTI5) and control animal (MG008) and B)

Changes in ventricular volume during epileptogenesis in IPKA

group and control group. Data are visualized as a boxplot

with median and interquartile range (* p<0.05, ** p<0.01, ***

p<0.001).

5.3.2 Global network metrics

Changes in global network metrics during epileptogenesis are visual-

ized in Figure 5.3. A significant group-by-time interaction was found

for global degree, characteristic path length, global and local efficiency

(F4,47.315=7.919, p<0.001; F4,46.555=9.196, p<0.001; F4,46.808=6.840, p<0.001;

F4,47.264=7.086, p<0.001, respectively), but not for Cp (F4,47.779=0.978,

p=0.429). Degree, global and local efficiency were significantly lower

and characteristic path length significantly higher in the IPKA group

compared to the control group 1, 3 and 16 weeks post-SE.
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Figure 5.3: Changes in global network metrics during epileptogenesis in

IPKA group and control group: global degree, characteristic path

length, global efficiency and local efficiency. Data are visualized

as a boxplot with median and interquartile range (* p<0.05, **

p<0.01, *** p<0.001).

5.3.3 Nodal degree

A significant group-by-time interaction was found for nodal degree in hip-

pocampus, subiculum, thalamus, septum, dorsolateral orbitofrontal cor-

tex, globus pallidus, nucleus accumbens, somatosensory cortex, cingulate

cortex, and caudate putamen (Table 5.2). In hippocampus, subiculum,

thalamus, septum, dorsolateral orbitofrontal cortex, globus pallidus, and
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Table 5.2: Results of statistical analysis using linear mixed-effects model of

nodal degree in cingulum (Cg), caudate putamen (CPu), dorso-

lateral orbitofrontal cortex (DLO), hippocampus (Hip), nucleus

accumbens (NAc), septum (Sep), somatosensory cortex (SSC),

subiculum (Sub) and thalamus (Thal).

ROI
Group-by-time

interaction
ROI

Group-by-time

interaction

Cg F4,55.9=8.39 p<0.001 NAc F4,57.0=12.9 p<0.001

CPu F4,56.2=6.17 p<0.001 Sep F4,56.4=19.0 p<0.001

DLO F4,56.8=7.21 p<0.001 SSC F4,56.0=6.01 p<0.001

GP F4,55.8=10.9 p<0.001 Sub F4,52.7=14.6 p<0.001

Hip F4,54.6=7.13 p<0.001 Thal F4,54.5=9.18 p<0.001

nucleus accumbens (Figure 5.4A), nodal degree was significantly lower

in the IPKA group compared to the control group during early epilep-

togenesis. During late epileptogenesis, degree increased significantly in

these regions in the IPKA group compared to early epileptogenesis. In

somatosensory cortex, cingulate cortex, and caudate putamen (Figure

5.4B), degree was significantly lower in the IPKA group compared to

the control group or significantly decreased during both early and late

epileptogenesis.

5.3.4 DTI metrics in white matter tracts

A significant group-by-time interaction was found for RD in external

capsule (F4,44.0=4.16, p=0.006), MD in internal capsule (F4,45.9=3.99,

p=0.007), and FA and RD in fimbria (F4,44.9=4.39, p=0.004 and F4,44.6=4.69,

p=0.003, respectively) (Figure 5.5). In the IPKA group, RD is signifi-

cantly higher in external capsule and fimbria, and MD in internal capsule,

during early and late epileptogenesis compared to the control group. In

fimbria, FA is significantly lower in the IPKA group compared to the

control group during late epileptogenesis.
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Figure 5.4: Changes in nodal degree during epileptogenesis in IPKA group

and control group in A) hippocampus, subiculum, thalamus, sep-

tum, dorsolateral orbitofrontal cortex, globus pallidus and nu-

cleus accumbens, and B) somatosensory cortex, cingulate cortex

and caudate putamen. Data are visualized as a boxplot with me-

dian and interquartile range (* p<0.05, ** p<0.01, *** p<0.001).
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Figure 5.5: Significant changes in DTI metrics in white matter tracts during

epileptogenesis. Data are visualized as a boxplot with median

and interquartile range (* p<0.05, ** p<0.01, *** p<0.001).

5.3.5 Fixel metrics in white matter tracts

Fixel metrics were analyzed using FBA and ROI-based analysis. The

white matter tracts under investigation are visualized in Figure 5.6, over-

laid on the template FOD image. Using FBA, fixels in which FD, FC

and FDC were significantly different between IPKA animals and con-

trols during early (1 and/or 3 weeks post-SE) and late epileptogenesis

(11 and/or 16 weeks post-SE) were identified. The white matter tracts

containing these fixels are visualized in Figure 5.7. Changes in fixel met-
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rics in white matter tracts over time were assessed using a ROI-based

analysis. Average FD, FC and FDC were calculated for each tract and

significant differences were identified using a linear mixed-effects model

(LMEM). In Figure 5.8, changes in FDC during epileptogenesis in ante-

rior commissure, corpus callosum and fimbria are visualized.

Figure 5.6: White matter tracts overlaid on FOD image of template: anterior

commissure, corpus callosum, cingulum, external capsule, inter-

nal capsule and fimbria.

FBA revealed a significantly lower FC in the IPKA group in anterior

commissure during early epileptogenesis (Figure 5.7). Using ROI-based

analysis, a significant group-by-time interaction was found for FC and

FDC (F4,49.6=4.76, p=0.002 and F4,49.6=4.44, p=0.004, respectively).

FC and FDC were significantly lower in the IPKA group compared to

the control group during early epileptogenesis (Figure 5.8).

In corpus callosum, FBA showed that FD was significantly lower in the

IPKA group compared to the control group during early epileptogene-

sis, while FDC was significantly lower in the IPKA group during both

early and late epileptogenesis (Figure 5.7). This was also observed using

ROI-based analysis, as there was a significant group-by-time interaction

for FD and FDC (F4,49.4=7.45, p<0.001 and F4,50.3=5.69, p=0.001, re-

spectively) (Figure 5.8).

In cingulum, FBA revealed that FC was significantly lower in the IPKA

group compared to the control group during early and late epileptogene-

sis, and that FDC was significantly lower in the IPKA group during late
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Figure 5.7: White matter tracts containing fixels in which FD, FC and FDC

are significantly lower in the IPKA group compared to controls

during early (1 and/or 3 weeks post-SE) and late epileptogenesis

(11 and/or 16 weeks post-SE), identified using FBA. Colors rep-

resent FWE-corrected p-values.

epileptogenesis (Figure 5.7). No significant group-by-time interaction

was found for cingulum using ROI-based analysis.

Neither FBA nor ROI-based analysis revealed any significant differences

or changes in external capsule.

In internal capsule, no significant differences in fixel metrics could be

demonstrated using FBA. However, a significant group-by-time inter-
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Figure 5.8: Changes in fiber density and cross-section (FDC) during epilep-

togenesis in anterior commissure, corpus callosum and fimbria.

Data are visualized as a boxplot with median and interquartile

range (** p<0.01, *** p<0.001).

action was found for FD (F4,48.6=0.007) using ROI-based analysis. FD

was significantly lower in the IPKA group compared to the control group

during late epileptogenesis.

FBA revealed that in fimbria, FD and FDC were significantly lower in the

IPKA group compared to the control group during early epileptogenesis

(Figure 5.7). This was also demonstrated using ROI-based analysis,

where a significant group-by-time interaction was found for FD and FDC

(F4,49.9=7.55, p<0.001 and F4,50.1=4.43, p=0.003, respectively) (Figure

5.8).

5.3.6 Correlations between network metrics and fixel met-

rics

In Figure 5.9, correlations between the network metrics global degree,

global and local efficiency post-SE, and the fixel metrics FD, FC and

FDC are visualized. Degree, and global and local efficiency were pos-

itively correlated with FC and FDC in the IPKA group and with FD

and FDC in the control group. In both groups, the correlation between

network metrics and FDC was strongest.
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Figure 5.9: Correlations between network metrics (degree, global efficiency

and local efficiency) and fixel metrics (FD, FC and FDC) at all

time points post-SE. Data are visualized as a scatter plot with

regression line and 95% confidence interval. When significant cor-

relations were observed, R- and p-values are added to the scatter

plot. FC and FDC were significantly correlated with network

metrics in the IPKA group, and FD and FDC were significantly

correlated with network metrics in the control group.

5.3.7 EEG recording

EEG was recorded in 8 IPKA animals for 6 consecutive days. All animals

displayed epilepsy with spontaneous seizures. On average, the animals

had a total of 127 seizures (range: 31 to 218) during the entire recording
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period, or 23 seizures per day. However, we could not demonstrate any

significant correlations between seizure frequency and global or nodal

network metrics, nor with any fixel metric or ventricular volume.

5.4 Discussion

The objectives of this study were twofold: to investigate 1) how the

structural brain network changes during epileptogenesis in the IPKA

rat model, and which brain areas are most affected and 2) whether the

changes in network topology are related to changes in the integrity of

the white matter assessed using fixel-based analysis.

5.4.1 Disruption of the structural brain network during

epileptogenesis

Using diffusion-weighted MRI in combination with the multi-shell multi-

tissue constrained spherical deconvolution model, we found that global

degree and local efficiency, measures of structural connectivity and seg-

regation or local interconnectivity, respectively, significantly decreased

in the IPKA group. In addition, global efficiency decreased and charac-

teristic path length increased, which points to a decrease in integration

or overall communication efficiency.

Nodal degree decreased significantly during early epileptogenesis in hip-

pocampus, subiculum, thalamus, septum, dorsolateral orbitofrontal cor-

tex, globus pallidus and nucleus accumbens. In cingulate cortex, cau-

date putamen, and somatosensory cortex, nodal degree decreased during

early epileptogenesis and remained decreased during late epileptogenesis.

Many of these regions (hippocampus, thalamus, septum, dorsolateral or-

bitofrontal cortex, cingulate cortex, and somatosensory cortex) are also

part of the rat default-mode network (DMN) [27, 28]. This indicates that

mainly regions of the limbic system and the DMN are affected during

epileptogenesis.

Our results are in line with most patient studies investigating structural

connectivity in TLE using DTI-based tractography, where TLE patients
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are compared to controls at one specific time point. Kamiya et al. [12]

found network alterations in the ipsilateral temporoparietal lobe, includ-

ing regions of the DMN, in patients with TLE. They reported decreased

local efficiency and degree in multiple brain regions, including posterior

cingulate gyrus, cuneus, and hippocampus [12]. Bernhardt et al. [10]

reported decreased global and local efficiency in TLE patients, suggest-

ing decreased connectivity, mainly within temporolimbic networks that

are strongly connected to hippocampus. Liao et al. [9] found decreased

structural connectivity in the DMN in TLE. DeSalvo et al. [11] reported

decreased structural connectivity in orbitofrontal, temporal and poste-

rior cingulate cortex, and precuneus, but increased local efficiency in

frontal, insular, posterior cingulate and occipital cortex, and precuneus,

in patients with TLE. Bonilha et al. [29] found decreased fiber den-

sity in patients with TLE, but increased clustering in the limbic net-

work and increased local efficiency, degree and clustering coefficient in

insula, superior temporal regions, and thalamus. In hippocampus, clus-

tering coefficient and local efficiency were decreased, while nodal degree

was increased [29]. To the best of our knowledge, the study of Besson

et al. [16] is the only one using probabilistic tractography based on FOD

to investigate structural connectivity in TLE. They reported decreased

connectivity in left TLE patients compared to controls and found that

mainly the inferolateral cortex, temporal pole, and perisylvian cortex

were affected in these patients. In patients with right TLE, connectiv-

ity was decreased to a lesser extent, only affecting limbic structures and

ipsilateral temporal cortex [16].

Our study is the first to investigate structural network topology in a rat

model of TLE using longitudinal multi-shell dMRI and FOD-based trac-

tography. However, several studies have investigated functional network

topology in this model. Pirttimäki et al. [30] found altered functional

connectivity in several brain regions 1 week post-SE in the IPKA rat

model for TLE. One or two months post-SE, functional connectivity

was decreased, mainly between somatosensory cortex and thalamus, and

perirhinal and piriform cortices [30]. In the same model, Gill et al. [31]

reported increased functional connectivity within the temporal regions,
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limbic network and DMN 4 to 5 weeks post-SE. In the pilocarpine rat

model of TLE, Jiang et al. [32] found decreased functional connectiv-

ity within the hippocampal network, mainly in hippocampus, amygdala,

thalamus, motor cortex, and somatosensory cortex, and increased func-

tional connectivity in visual cortex, mesencephalon, and insula. Bern-

hardt et al. [10] reported that functional connectivity was altered in

several regions of the DMN and found wide-spread network connectiv-

ity hyposynchrony 2 weeks post-SE in the IPKA rat model for TLE.

In the same model, we previously reported that functional connectivity,

segregation and integration decreased 3 weeks post-SE and remained de-

creased during epileptogenesis. Regions of the DMN were affected most,

retrosplenial cortex in particular [33]. Using dynamic functional con-

nectivity analysis, we demonstrated that functional connectivity states

with a lower mean functional connectivity, integration, and segregation,

occurred more often in IPKA animals compared to controls [34].

Overall, our findings are in line with studies investigating structural con-

nectivity in patients with TLE where structural connectivity, global effi-

ciency or integration, and local efficiency or segregation, are decreased in

TLE patients, and that mainly regions of the DMN and the limbic net-

work are affected. In addition, our results correspond with findings of re-

duced functional connectivity in animal models of TLE. Our longitudinal

study design also demonstrates that changes in structural connectivity

are dynamic and therefore vary with time. In most regions that are part

of the DMN, structural connectivity is decreased in early epileptogene-

sis. During late epileptogenesis, structural connectivity remains low in

some brain regions (somatosensory cortex, cingulate cortex, and caudate

putamen), while it increases again in other brain regions (hippocampus,

subiculum, thalamus, septum, dorsolateral orbitofrontal cortex, globus

pallidus, and nucleus accumbens).

Whether these changes in network topology are related to changes in

white matter integrity was the second objective of our study. Our hy-

pothesis is that these changes might be related to neuronal degeneration

and gliosis, the two main neuropathological changes during epileptogene-

sis in the IPKA model [35], which could be further clarified by fixel-based
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analysis as explained below.

5.4.2 Increased diffusivity in white matter tracts during

epileptogenesis

Our results indicate that diffusivity increases in white matter tracts dur-

ing early and late epileptogenesis, especially in fimbria and external cap-

sule. In control animals, FA increased over time in fimbria, which is most

likely related to normal maturation of the brain, in particular myelina-

tion, since the animals are only six weeks old during the first scanning

session [36]. In IPKA animals, FA increased more slowly, leading to a

decreased FA compared to control animals during late epileptogenesis.

Our results are partly in line with other DTI studies in animal models

of epilepsy, which reported decreased diffusivity during epileptogenesis.

FA is typically increased in dentate gyrus, which may reflect mossy fiber

sprouting and reorganization of axons [35]. On the other hand, DTI stud-

ies in TLE patients found that FA was reduced in several white matter

regions, and diffusivity was increased [7, 37, 38], which is consistent with

our results. However, DTI metrics are not specific to microstructure or

pathology and may be erroneous in the presence of crossing fibers [14, 15],

and more advanced analysis methods, such as fixel-based analysis, could

provide more information about the underlying microstructural changes

during epileptogenesis.

5.4.3 Decrease in FD and FDC in white matter tracts

during epileptogenesis

The analysis of the fixel metrics revealed that FD was decreased during

early and late epileptogenesis in the IPKA group in corpus callosum,

internal capsule, and fimbria. FDC was decreased during early epilep-

togenesis in anterior commissure, corpus callosum and fimbria, and in

corpus callosum and cingulum during late epileptogenesis. This indi-

cates that there is a decrease in intra-axonal volume fraction. This is in

line with the neuropathological changes that are known to occur after

SE in the IPKA model. Following the initial insult, it has been shown

that neuronal loss occurs in hippocampus, entorhinal cortex, subiculum,
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and amygdala, but also in some extratemporal regions including tha-

lamus, caudate putamen, and cerebral cortex, and especially piriform

cortex. During this early phase, gliosis also takes place in hippocampus,

piriform cortex, entorhinal cortex, olfactory bulb, substantia nigra, tha-

lamus, and mesencephalon [35, 39, 40]. Both neuronal loss and gliosis

will be reflected as a decrease in intra-axonal volume fraction.

During late epileptogenesis, there is less (micro)gliosis compared to the

early phase [35, 39]. In this study, we have observed that in fimbria, and

to a lesser extent in corpus callosum, FDC seems to increase during late

epileptogenesis, which may be related to reduced gliosis. On the other

hand, it could also be associated with the occurrence of spontaneous

seizures during this stage. The animals had on average 23 seizures per

day, meaning it is likely that they had a seizure within hours before the

scanning session. During the periictal period, cerebral edema and cell

swelling can cause a temporary decrease in diffusivity [41, 42], which may

be reflected in an increase in FDC.

These findings are also in line with those of Vaughan et al. [18], who in-

vestigated tract-specific atrophy in focal epilepsy and reported decreased

FDC in fornix, uncinate, inferior longitudinal, inferior fronto-occipital

and arcuate fasciculus, cingulum, anterior commissure, tapetum, and

corpus callosum in patients with TLE. The decrease in FDC was accom-

panied by a decrease in both FD and FC and was most pronounced in

the temporal pole, inferior temporal white matter and anterior commis-

sure [18]. Feshki et al. [17] reported decreased FD and FDC in white

matter in both hemispheres in TLE patients.

Moreover, we also found that global degree and global and local efficiency

in the structural brain network were positively correlated with FC and

FDC in IPKA animals. This further indicates that decreased degree,

integration and segregation post-SE are likely related to decreased axonal

density or decreased white matter integrity in the main white matter

tracts in the rat brain.
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5.4.4 Decreased FD in control group: related to social

isolation?

Fixel metrics also seemed to change over time in the control group. Dur-

ing the later time points, FD was decreased in corpus callosum, internal

capsule, and fimbria, and FC was increased in anterior commissure. This

indicates that the intra-axonal volume fraction decreases, while the total

intra-axonal volume remains stable. During these later time points, we

also see an increase in ventricular volume in this group. Since the animals

were first scanned when they were only six weeks old, brain maturation

might play a role. However, this would lead to a decrease in diffusivity,

related to myelination, which does not correspond with our findings [36].

Another reason for these changes could be social isolation. To match

the housing situation of the IPKA animals, control animals were housed

separately. In the later phase of the experiment, the animals have there-

fore been housed separately for more than 10 weeks. Social isolation

is known to cause depression in rats and is even used to create a rat

model for depression [43–45]. In the chronic mild stress (CMS) model,

another rat model for depression, a dMRI study found increased mean

and radial diffusivity and decreased fractional anisotropy, which could be

related to demyelination and possibly edema or inflammation [46, 47].

Several other studies reported alterations in diffusion tensor and kurto-

sis metrics and in neurite density in this model, mainly in hippocampus,

amygdala, and caudate putamen, which were thought to be related to

atrophy in hippocampus and hypertrophy or arborization in amygdala

[48–50]. This indicates that social isolation and/or depression might be

related to the changes in fixel metrics in the control group in the late

stage of the experiment.

5.4.5 Limitation

A possible limitation of this study is the small sample size that was used

for data analysis. Future studies with larger sample sizes are required to

validate the results.
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5.5 Conclusion

In this longitudinal multi-shell dMRI study, changes in structural net-

work topology and white matter integrity during epileptogenesis in the

IPKA rat model for TLE were assessed using a combination of whole-

brain tractography, graph theory and fixel-based analysis. We found a

decrease in structural connectivity, integration and segregation in IPKA

animals compared to controls during both early and late epileptogen-

esis. Structural connectivity was predominantly decreased in regions

of the limbic system and DMN, mainly during early epileptogenesis.

In addition, FD and FDC decreased post-SE in several white matter

tracts, including anterior commissure, corpus callosum, cingulum, in-

ternal capsule, and fimbria indicating intra-axonal volume fraction de-

creased, which may be related to neuronal degeneration and gliosis.
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6 | Alterations in the functional brain

network in a rat model of epilepto-

genesis: A longitudinal resting state

fMRI study

This chapter is based on: Christiaen, E. & Goossens, M. G., Raedt, R.,

Descamps, B., Larsen, L. E., Craey, E., Carrette, E., Vonck, K., Boon,

P., & Vanhove, C. (2019). Alterations in the functional brain network in

a rat model of epileptogenesis: A longitudinal resting state fMRI study.

Neuroimage, 202, 116144.

Abstract

Epilepsy is a neurological disorder characterized by recurrent epileptic

seizures. Electrophysiological and neuroimaging studies in patients with

epilepsy suggest that abnormal functional brain networks play a role in

the development of epilepsy, i.e., epileptogenesis, resulting in the gener-

ation of spontaneous seizures and cognitive impairment. In this longitu-

dinal study, we investigated changes in functional brain networks during

epileptogenesis in the intraperitoneal kainic acid (IPKA) rat model of

temporal lobe epilepsy (TLE) using resting state functional magnetic

resonance imaging (rsfMRI) and graph theory. Additionally, we investi-

gated whether these changes are related to the frequency of the occur-

rence of spontaneous epileptic seizures in the chronic phase of epilepsy.

Using a 7T MRI system, rsfMRI images were acquired under medeto-

midine anaesthesia before and 1, 3, 6, 10 and 16 weeks after status

epilepticus (SE) induction in 20 IPKA animals and 7 healthy control

173
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animals. To obtain a functional network, the correlation between the

fMRI time series of 38 regions of interest (ROIs) was calculated. Then,

several graph theoretical network measures were calculated to describe

and quantify the network changes. At least 17 weeks post-SE, IPKA

animals were implanted with electrodes in the left and right dorsal hip-

pocampus, EEG was measured for 7 consecutive days, and spontaneous

seizures were counted. Our results show that correlation coefficients of

fMRI time series shift to lower values during epileptogenesis, indicating

weaker whole brain network connections. Segregation and integration in

the functional brain network also decrease, indicating a lower local in-

terconnectivity and a lower overall communication efficiency. Secondly,

this study demonstrates that the largest decrease in functional connec-

tivity is observed for the retrosplenial cortex. Finally, post-SE changes in

functional connectivity, segregation and integration are correlated with

seizure frequency in the IPKA rat model.

6.1 Introduction

Blood oxygenation level dependent (BOLD) functional magnetic reso-

nance imaging (fMRI) detects changes in blood oxygenation that are

related to neuronal activity. It is a neuroimaging technique that allows

for the visualisation of whole-brain activity and can be used to iden-

tify and investigate functional brain networks [1]. During rest, basic

neuronal activity is believed to induce low frequency fluctuations in the

BOLD signal that can be detected by performing resting state fMRI

(rsfMRI). Calculating the correlation between the low frequency fluctu-

ations, a technique called functional connectivity analysis, allows for the

identification of brain regions that are functionally connected [2]. The

functional organization of the brain can be investigated using different

analysis methods, including seed-based correlation, independent compo-

nent analysis (ICA) and graph theory [3]. In graph theory, the brain is

represented as a network consisting of nodes, usually brain regions, and

edges that show the relationship between the nodes. Several graph theo-

retical measures can be calculated to describe and quantify the network

[4]. Changes in these measures, and thus in functional connectivity,
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have been found in various pathologies, including Alzheimer’s disease,

schizophrenia, attention-deficit hyperactivity disorder, traumatic brain

injury, and epilepsy [2].

Epilepsy is a neurological disorder characterized by recurrent epileptic

seizures [5]. It is one of the most common brain disorders and in about

one third of patients, seizures cannot be controlled with anti-epileptic

drugs. These patients suffer from drug-resistant epilepsy (DRE) [6]. In

DRE, epilepsy is often caused by an initial precipitating insult (IPI) such

as stroke, infection, trauma, brain tumor, or (febrile) status epilepticus

(SE). An IPI is typically followed by a latent period, during which the

brain is transformed into an epileptic brain, finally leading to chronic

acquired epilepsy. This process is called epileptogenesis [7].

In temporal lobe epilepsy (TLE), the most common type of acquired

DRE [8], structural abnormalities have been demonstrated in both pa-

tients and rodent models [9–12]. The volume of the hippocampus and

the entorhinal, perirhinal, and temporopolar cortices is lower in patients

with TLE compared to healthy controls [13–17]. In addition, significant

differences in functional connectivity have been found [18–23].

Studies combining rsfMRI with graph theory in patients with estab-

lished epilepsy have shown abnormalities in the topological organization

of the brain network. Most studies found a lower segregation in patients

with TLE [18, 21, 23], while integration was either increased [18, 21] or

decreased [23]. Functional connectivity was altered within the epileptic

network, but also between the presumed epileptic network and the rest of

the brain, including the contralateral equivalent of the epileptic network

and the default-mode network (DMN) [18–20, 22]. Preclinical rsfMRI

studies, in various rat models for acquired epilepsies, have demonstrated

changes in functional brain networks compared to healthy rats [24–29].

In the intraperitoneal kainic acid (IPKA) rat model for TLE, Pirttimäki

et al. [29] found decreased functional connectivity, mainly between the

somatosensory cortex and thalamus, and between the perirhinal and

piriform cortices, 1 or 2 months post-SE. Bertoglio et al. [24] found a

wide-spread network connectivity hyposynchrony 2 weeks post-SE and a
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severely affected functional connectivity in several regions of the DMN,

including cingulate, parietal association, and posterior parietal cortex.

On the other hand, Gill et al. [25] found a higher functional connectivity

within the temporal regions, such as hippocampus and amygdala, and

the limbic network and between the anterior and posterior DMN. How-

ever, there is still a need for longitudinal rsfMRI studies investigating

network reorganisation during epileptogenesis to provide more insight

into the mechanisms of action of epilepsy.

In this study, graph theory analysis of rsfMRI-based functional brain

networks was performed before and multiple times during SE-induced

epileptogenesis and compared to healthy control rats. During the chronic

epilepsy phase, at least 19 weeks post-SE, electroencephalography (EEG)

monitoring was performed to quantify the frequency of occurrence of

spontaneous seizures. The aim of this study was threefold: 1) to char-

acterize how the functional organization of the rat brain changes after

SE and during the development of TLE; 2) to identify the brain regions

with the highest degree of connectivity changes; 3) to evaluate whether

connectivity changes are associated with the occurrence of spontaneous

seizures. To the best of our knowledge, this is the first longitudinal

rsfMRI study, combined with graph theory analysis, in a rat model of

TLE.

6.2 Materials and Methods

6.2.1 Animals

Twenty-seven adult male Sprague-Dawley rats (276±15 g body weight;

Envigo, The Netherlands) were used in this study. They were treated

according to European guidelines (directive 2010/63/EU). The protocol

was approved by the local Ethical Committee on Animal Experiments

of Ghent University (ECD 16/31). For practical reasons, animals were

divided over 3 batches (nB1= 10, nB2 = 5, nB3= 12) but experiments

were performed at a fixed age. Each batch included control animals.

The animals were kept under environmentally controlled conditions (12 h

normal light/dark cycles, 20–23 °C and 40–60% relative humidity) with
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food (Rats and Mice Maintenance, Carfil, Belgium) and water ad libi-

tum. The animals were housed individually in type III H cages (Tecni-

plast, Australia) on wood-based bedding (Carfil, Belgium). Cages were

enriched with paper nesting material (Nesting, Carfil, Belgium) and a

piece of gnawing wood (M-brick, Carfil, Belgium).

6.2.2 Status epilepticus

Twenty animals (8 weeks old) were intraperitoneally (i.p., 5 mg/kg/h)

injected with kainic acid (KA; Tocris Bioscience, UK) according to the

protocol of Hellier et al. [30]. KA was administered hourly until motor

seizures were elicited for 3 h or longer, referred to as status epilepticus

(SE). The other 7 animals were injected similarly with saline and used

as control group. On average, the animals were injected with 12.2 mg/kg

KA (range: 5–20mg/kg). Two animals died during or within 4 h after

SE induction.

6.2.3 Image acquisition

Anatomical and resting state functional MR images were acquired twice

before the induction of SE and at 5 time points during the development

of epilepsy: 1, 3, 6, 10 and 16 weeks after SE (Figure 6.1). The two

baseline scans, acquired 2–5 days apart, were used to assess the test-

retest reliability of our methods and to obtain a better characterization

of the baseline functional brain network. The animals were scanned in a

random order, leading to an average difference in time of the day of 2 h

and 53 min (range: 12min–8 h and 6min) between the baseline scans.

Animals were transported to the MR facility one day before scanning.

One IPKA rat was excluded 3 weeks after SE, because a metal fragment

lodged behind its teeth caused a large artifact on the MR images.

During acquisition of the functional MR images the animals were se-

dated with medetomidine [31]. First, the animals were anesthetized with

isoflurane (5% for induction, 2% for maintenance; Isoflo, Zoetis, USA)

and O2. Then, a bolus of medetomidine (0.05 mg/kg; Domitor, Orion

Pharma, Finland) was injected subcutaneously and 10min later, isoflu-

rane anaesthesia was stopped. Fifteen minutes after the bolus injection,
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Figure 6.1: Timeline of the protocol. Anatomical and resting state fMRI were

acquired 1 week before and 1, 3, 6, 10 and 16 after SE induction.

On average 19.5 weeks after SE, electrodes were implanted in both

hippocampi and 1 week later EEG was recorded in the animals

for 7 consecutive days.

continuous subcutaneous infusion of medetomidine (0.1 mg/kg/h) was

started and 25 min later functional MR images were acquired. After the

image acquisition, anaesthesia was reversed with a subcutaneous injec-

tion of atipamezole (0.1 mg/kg; Antisedan, Orion Pharma, Finland).

The MR images were acquired on a 7T system (PharmaScan, Bruker,

Germany) using a transmit volume coil (Rapid Biomedical, Germany)

and an actively-decoupled rat head surface coil (Rapid Biomedical, Ger-

many) to receive the signal. The body temperature of the animals

was controlled using a circulating-water heating pad and respiration

was measured using a pressure sensor. After optimizing the magnetic

field homogeneity, TurboRARE T2-weighted anatomical images (TR

3661 ms, TE 37 ms, 30 slices, FOV 35 x 35 mm2, in-plane slice resolution

109 x 109µm2, slice thickness 0.6 mm, acquisition time 9 min 46 s) were

acquired. Then, 3 resting state fMRI scans per session were acquired

using single-shot gradient echo echo-planar imaging (GE-EPI) with TR

2000 ms, TE 20ms, 16 slices, FOV 30 x 30mm2 and voxel size 0.375 x

0.375 x 1 mm3. Each scan comprised 300 repetitions and lasted 10 min.

Examples of a GE-EPI scan of a representative IPKA animal at baseline

and 16 weeks post-SE are shown in Figure 6.14 and Figure 6.15.

6.2.4 Electrode implantation

On average 19.5 weeks after SE (range 17–23 weeks), electrodes were

implanted in both hippocampi for EEG recording. The rats were anes-

thetized with a mixture of isoflurane (5% for induction, 2% for main-

tenance) and medical O2. After exposure of the skull, 13 small burr
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holes were drilled: 9 for the positioning of stainless steel anchor screws

(1.75 mm diameter; PlasticsOne, USA), 2 for the epidural ground/reference

electrodes above the right and left frontal cortex respectively, 1 for a

left-sided hippocampal EEG recording electrode, and 1 for a right-sided

hippocampal EEG recording electrode. Epidural anchor screws were im-

planted to ensure sufficient fixation of the head cap during EEG monitor-

ing in freely moving animals. Epidural electrodes were custom-made by

attaching an insulated copper wire to an anchor screw. Bipolar recording

electrodes were custom-made by twisting two polyimide-coated stainless

steel wires (70µm bare diameter; California Fine Wire, USA) around

each other. The distance between wire tips was set at 900µm.

Recording electrodes were inserted stereotactically in both hippocampi

(AP -3.8 mm, ML ±2.2mm relative to bregma, DV about -3.3mm rela-

tive to brain surface). The coordinates were selected based on the Rat

Brain Atlas by Paxinos and Watson [32] and the T2-weighted anatomical

MR images obtained 16 weeks after SE were used to ensure electrodes

were placed outside KA-induced lesions. During the electrode implan-

tation, the position of the electrodes was verified by visual and auditive

monitoring of real time electrophysiological recording, so that one tip

of the electrode was positioned in the subgranular layer of the dentate

gyrus, while the other tip was situated in the pyramidal cell layer of

the CA1 region. All electrode leads ended in a connector that was fixed

to the skull and anchor screws with acrylic dental cement. At the end

of the surgery, rats were subcutaneously injected with the nonsteroidal

anti-inflammatory drug meloxicam (1 mg/kg, Boehringer Ingelheim, Ger-

many) and lidocaine (2% Xylocaine gel, AstraZeneca, UK) was locally

applied to the wound to minimize discomfort. Twenty-four hours after

surgery, rats received a second injection of meloxicam.

6.2.5 EEG recording

After a recovery period of one to two weeks, rats (IPKA group: n= 17,

control group: n =7) were connected to the EEG set up. The first 3 days

of EEG recording served as an acclimatization period and were not used

for further analysis. The EEG set up consisted of a custom-built head
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stage with unity gain preamplifier (based on TI TL074 JFET OpAmps),

shielded 12-channel cables (363/2-000; PlasticsOne, USA), a 12-channel

commutator (SL12C; PlasticsOne, USA) and a custom-built 512x am-

plifier (based on TI TL074 JFET OpAmps and a first order high-pass

filter with a time constant of 1s). Recordings were performed while rats

were awake and freely moving. Signals were sampled at 2 kHz by a 16-

bit resolution data acquisition card (USB-6259, National Instruments,

USA) and stored on the computer for offline analysis by a Matlab-based

script (MathWorks, USA). Seizures were visually annotated by experi-

enced investigators. An electrographic seizure was defined as a repetitive

pattern (>2 Hz), of complex, high amplitude EEG spikes that lasts for a

minimum of 5 s (Figure 6.16). The average number of seizures/day and

mean seizure duration were calculated based on 7 consecutive days of

EEG recording.

6.2.6 Data analysis

Preprocessing

The functional MRI data were preprocessed using SPM12

(https://www.fil.ion.ucl.ac.uk/spm/software/spm12/). First, the images

were corrected for differences in slice acquisition time; then, they were

realigned to their mean image using a least squares approach and a 6

parameter (rigid body) spatial transformation to remove movement ar-

tifacts. Afterwards, the images were normalized to an EPI template and

spatially smoothed using a Gaussian kernel with a Full Width at Half

Maximum of 0.8 mm. Finally, a band pass filter (0.01Hz–0.1 Hz) was

applied to filter out low frequency and physiological noise.

Functional network construction

A parcellated atlas containing 38 cortical and subcortical regions of in-

terest (ROIs) was manually constructed based on T2 anatomical images

of the local population using SPM12 and Matlab. The ROIs are listed

in Table 6.1. The atlas was adapted to the IPKA model. Structural

damage visible on the T2 images as hyperintensity was excluded from

the ROIs. Due to the resolution of the fMRI images, it was not useful to



6.2. MATERIALS AND METHODS 181

divide the hippocampus into its subregions. It was not possible to make

an ROI of the entorhinal cortex, a brain region that is structurally dam-

aged during epileptogenesis, because of EPI signal dropout as a result of

air in the ear canal.

Table 6.1: List of ROIs. Each ROI has a component on the left and right side

of the brain.

ROIs

Full name
Abbre-

viation
Full name

Abbre-

viation

Auditory Cortex Au Piriform Cortex Pir

Caudate Putamen CPu
Posterior Parietal

Cortex
PtP

Cingulate Cortex Cg Prelimbic Cortex PrL

Dorsolateral

Orbitofrontal Cortex
DLO Retrosplenial Cortex RSC

Globus Pallidus GP Septum Sep

Hippocampus Hip Somatosensory Cortex SSC

Insula Ins
Temporal Association

Cortex
TeA

Motor Cortex MC Thalamus Th

Nucleus Accumbens Acb Visual Cortex Vis

Parietal Association

Cortex
PtA

A Graph Theoretical Analysis Toolbox (GRETNA) [33] was used to ex-

tract the mean time series of each ROI and to calculate the Pearson

correlation coefficient between each pair. In this way a 38 x 38 corre-

lation matrix was obtained. Thresholds were applied to this matrix to

remove the weakest connections. These thresholds were chosen based on

network density (i.e., the number of remaining connections divided by

the maximum number of possible connections). Different thresholds were

used to obtain correlation matrices with a density ranging from 20% to

50%. For further analysis, the correlation coefficients were Fisher r-to-z

transformed to obtain a normal distribution. Based on the correlation
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matrices, functional networks or graphs were constructed, in which each

node represents a ROI and each edge a correlation coefficient. In Figure

6.2 an overview of the methodology for network construction is given.

Figure 6.2: Construction of a functional network and graph. 1) The mean

time series of each ROI is extracted from the preprocessed rsfMRI

images. 2) The Pearson correlation coefficient between each pair

of ROIs is calculated and a correlation matrix is obtained. 3) A

threshold is applied to remove the weakest connections. 4) The

correlation matrix can be visualized as a graph in which the nodes

(dots) represent the ROIs and the edges (lines) the correlation

coefficients between them. 5) Several network measures can be

calculated (Adapted from [2, 4]).
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Figure 6.3: A) Example of hippocampal volume loss during epileptogenesis in

a representative rat. B) ROIs were adapted taking into account

the most extensive structural damage (KAC4, 16 weeks post-SE).

These ROIs were used to construct the functional brain network

in all animals at all time points.
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Graph theoretical analysis

For each graph several network measures were calculated using GRETNA:

degree was investigated on a nodal level, and characteristic path length

(Lp), clustering coefficient (Cp), global efficiency (Eg) and local efficiency

(Eloc) on a global level. Degree or connection strength is the number of

edges connected to a node, and is a measure for centrality or the impor-

tance of a node in the network. Characteristic path length is the average

number of edges connecting two nodes in the network, and global effi-

ciency is the average inverse path length between two nodes. Both are

measures of functional integration or overall communication efficiency

in the network. Clustering coefficient is the fraction of neighbours of a

node that are also connected to one another, and local efficiency is global

efficiency calculated within the neighbourhood of a node, i.e., the nodes

connected to that node. Both are measures of functional segregation or

local interconnectivity [2, 4].

Network measures were calculated at each matrix density, from 20% to

50% density with a 1% interval, and averaged over these densities. Then

the measures were averaged over the 3 scans acquired within one scanning

session to obtain one value per animal per time point.

The test-retest reliability of the network measures was assessed by cal-

culating the coefficient of variation between scans in the same scanning

session, between different sessions, and between different animals (Table

6.3).

Amplitude of low frequency fluctuations

The analysis of resting state fMRI using graph theory is based on the

correlations of low frequency fluctuations in the BOLD signal. The am-

plitude of these fluctuations could have an influence on functional con-

nectivity and should be taken into account when analysing resting state

networks [34]. Therefore, the mean amplitude of low frequency fluc-

tuations (ALFF) in the frequency range 0.01–0.1Hz was calculated in

all ROIs using the Resting-State fMRI Data Analysis Toolkit (REST)
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[35] and used as a covariate in the statistical analysis of the network

measures.

Volumetric analysis of hippocampus

The hippocampus is one of the brain structures that is affected most by

cell damage in the IPKA rat model [36] and hippocampal volume loss

is a known feature of IPKA animals [11, 12]. We investigated volume

loss in the hippocampus during epileptogenesis. The volume of the hip-

pocampus was measured on the T2-weighted MR images using the image

processing package Fiji, a distribution of ImageJ [37, 38]. The hippocam-

pus was drawn manually and its volume was calculated (Figure 6.3A).

Hyper- and hypointensities were considered damage and excluded from

the volume. In other words, we calculated the volume of the hippocam-

pus that appeared undamaged on the T2-weighted MR images, or the

T2-normal hippocampal volume [12]. To avoid false correlations due to

this structural damage, visible damage was excluded from all ROIs used

to construct the functional brain network. The ROIs were adapted based

on the T2 image of the animal with the most extensive structural damage

(KAC4, 16 weeks post-SE), as can be seen in Figure 6.3B. These ROIs

were used in all animals, at all time points. We chose to use fixed ROIs

because the size of an ROI can have an influence on its connectivity and

larger ROIs tend to be more highly correlated [39]. If variable ROIs are

used, a decreased hippocampal volume could falsely induce a lower cor-

relation. The effect of using a reduced hippocampal ROI on the control

animals’ outcome values is minimal, as similar results were obtained us-

ing a hippocampal ROI that encompasses the whole hippocampus (data

not shown).

Statistical analysis

The mean correlation coefficient, and nodal and global network measures

were analysed using the MIXED procedure in IBM SPSS Statistics for

Windows, version 25 (IBM Corp., N.Y., USA) according to the protocol

for the analysis of longitudinal data from animals with missing values

using SPSS, described by [40]. The covariance structure was the ‘com-
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pound symmetry’ structure, fixed factors were group (IPKA animals and

control animals), time (baseline, 1, 3, 6, 10 and 16 weeks after SE) and

group-by-time interaction. Mean ALFF in all ROIs was used as covari-

ate. Least-significant-difference tests were used to explore significant

effects and interactions, a significance level of 0.05 was used for main

effects and interactions, and the Bonferroni correction was used to cor-

rect for multiple comparisons. For the analysis of nodal measures, an

extra correction for multiple nodal comparisons was done using the false

discovery rate (FDR) at q = 0.05. T2-normal hippocampal volume was

analysed in the same way, but without mean ALFF as a covariate.

The Pearson correlation coefficient was calculated between seizure fre-

quency, i.e., the average number of seizures per day during 7 days, and

mean seizure duration on the one hand, and the network measures at

each time point on the other hand. In addition, the Pearson correlation

was calculated between T2-normal hippocampal volume on the one hand

and network measures and seizure frequency on the other hand.

Network-based statistic

The individual network connections were analysed with network-based

statistic (NBS) using the NBS Connectome toolbox [41]. This is a non-

parametric statistical method that allows for the correction for multiple

comparisons in a graph. The family-wise error rate is controlled when

mass univariate testing is done on all connections.

The strongest network connections at baseline were identified using the

One Sample Test. This test flips the sign of the data points at random

for each permutation and corresponds to a one-sided One Sample t-test.

It tests the null hypothesis that the connectivity is equal to zero. The

test statistic threshold was set to 1.2 to obtain the 20% connections that

differed most from zero. The ROIs present in the resulting subnetwork

were used for further statistical analysis. The network connections that

were different between IPKA and control animals were identified using

the F-test with a threshold of 25.9 to obtain the 10% connections that

differed the most between the groups.
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6.3 Results

6.3.1 Hippocampal volume loss during epileptogenesis

The change in T2-normal hippocampal volume over time is visualized

in Figure 6.4. T2-normal hippocampal volume decreased significantly

during epileptogenesis. Statistical analysis using the linear mixed-effects

model (LMEM) showed a significant effect of group (F1,24.7= 44.9, p < 0.001)

and time in the IPKA group (F5,122 =26.4, p< 0.001) but not in the con-

trol group (F5,121 = 0.649, p= 0.662). Pairwise comparison of the means

showed that T2-normal hippocampal volume was significantly lower in

IPKA animals compared to control animals at all time points post-SE.

There was a significant decrease in T2-normal hippocampal volume in

the IPKA animals between baseline and all time points post-SE.

Figure 6.4: T2-normal hippocampal volume over time. Data are presented

as a boxplot with median and interquartile range, ∗p<0.05,
∗∗p<0.01, ∗∗∗p<0.001.
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Figure 6.5: Correlation matrices. A) Correlation matrix at baseline. B) Dif-

ference in correlation matrices between IPKA and control animal.

All values are negative, indicating that the correlation coefficients

are lower in the IPKA animals.
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6.3.2 Decrease in correlation coefficients during epilepto-

genesis

The difference in correlation matrices between IPKA animals and control

animals is visualized in Figure 6.5. All difference values were negative,

indicating that the correlation coefficient between each pair of ROIs is

lower in IPKA animals compared to control animals.

A similar evolution was observed in the distribution of the correlation

coefficients in Figure 6.6. The correlation coefficients shifted to smaller

values during the development of epilepsy. This shift was already ob-

served 1 week after status epilepticus, but the largest shift occurred 3

weeks post-SE. Later on, the distribution remained stable.

Figure 6.6: Distribution of correlation coefficients (z-score). During epilep-

togenesis the correlation coefficients shift towards lower values in

the IPKA animals.
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Statistical analysis of the mean correlation coefficient using LMEM showed

a significant effect of group (F1,27.6 = 13.68, p = 0.001) and time in the

IPKA group (F5,127 = 8.71, p <0.001) but not in the control group (F5,123 =

0.735, p =0.598). Pairwise comparison of the means showed that the

mean correlation coefficient was significantly lower in IPKA animals than

in controls at 3, 6, 10, and 16 weeks post-SE. In the IPKA animals, there

was a significant decrease in mean correlation coefficient between base-

line and 3, 6, 10, and 16 weeks post-SE and between 1 week and 3, 6,

and 16 weeks post-SE. This is illustrated in Figure 6.7.

Figure 6.7: Mean correlation coefficient (z-score) in function of time. The

mean correlation coefficient is significantly lower in IPKA ani-

mals than in controls at 3, 6, 10 and 16 weeks post-SE. In the

IPKA animals, there is a significant decrease in mean correlation

coefficient between baseline and 3, 6, 10 and 16 weeks post-SE

and between 1 week and 3, 6 and 16 weeks post-SE. Data are pre-

sented as a boxplot with median and interquartile range, ∗p<0.05,
∗∗p<0.01, ∗∗∗p<0.001.
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6.3.3 Decrease in global functional segregation and inte-

gration

Significant decreases in measures of global functional segregation (i.e.,

clustering coefficient and local efficiency) and integration (characteris-

tic path length and global efficiency) were observed during epilepto-

genesis with the largest changes occurring between 1 and 3 weeks af-

ter SE (Figure 6.8). Statistical analysis of the clustering coefficient

showed a significant effect of group (F1,27.8 = 9.37, p= 0.005) and time in

the IPKA group (F5,127 = 8.66, p< 0.001) but not in the control group

(F5,123 = 0.457, p =0.807). Pairwise comparison of the means showed

that clustering coefficient was significantly lower in IPKA animals com-

pared to control animals at 3, 6, 10, and 16 weeks post-SE. There was a

significant decrease in clustering coefficient in the IPKA animals between

baseline and 3, 6, 10, and 16 weeks post-SE and between 1 week and 3,

6, 10, and 16 weeks post-SE. Statistical analysis of the local efficiency

also showed a significant effect of group (F1,26.8 = 9.96, p = 0.004) and

time in the IPKA group (F5,126 = 8.44, p < 0.001) but not in the con-

trol group (F5,122 = 0.942, p = 0.456). Pairwise comparison of the means

showed that local efficiency was significantly lower in IPKA animals than

in controls at 3, 6, 10, and 16 weeks post-SE. There was a significant

decrease in local efficiency in the IPKA animals between baseline and

3 and 6 weeks post-SE and between 1 week and 3, 6, 10, and 16 weeks

post-SE.

Statistical analysis of the characteristic path length showed a significant

effect of group (F1,26.7 = 6.70, p = 0.015) and time in the IPKA group

(F5,126 = 10.3, p <0.001), but not in the control group (F5,122 = 0.887,

p =0.497). Pairwise comparison of the means showed that characteristic

path length was significantly higher in IPKA animals than in control

animals at 3, 6, and 10 weeks post-SE. There was a significant increase

in characteristic path length in the IPKA animals between baseline and

3 and 6 weeks post-SE and between 1 week and 3, 6, 10, and 16 weeks

post-SE. Statistical analysis of the global efficiency showed a significant

effect of group (F1,26.7 = 6.89, p = 0.014) and time in the IPKA group

(F5,126 = 8.44, p < 0.001) but not in the control group (F5,122 = 0.942,
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Figure 6.8: Global network measures in function of time. A) Clustering co-

efficient and B) Local efficiency decrease during epileptogenesis,

indicating a decrease in segregation in the functional network.

C) Characteristic path length increases and D) Global efficiency

decreases during epileptogenesis, indicating a decrease in integra-

tion. Data are presented as a boxplot with median and interquar-

tile range, ∗p<0.05, ∗∗p<0.01, ∗∗∗p<0.001.

p =0.456). Pairwise comparison of the means showed that global effi-

ciency was significantly lower in IPKA animals than in controls at 3,

6, 10, and 16 weeks post-SE. There was a significant decrease in global

efficiency in the IPKA animals between baseline and 3 weeks post-SE

and between 1 week and 3, 6, and 16 weeks post-SE.
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6.3.4 Decrease in connectivity strength in highly con-

nected nodes

Figure 6.9 visualizes the nodal degree for each ROI at each time point.

NBS was used to identify the 20% strongest connections in the network

at baseline. The obtained subnetwork consisted of 20 nodes: at the left

and right side of the brain; the somatosensory cortex (SSC), motor cor-

tex (MC), caudate putamen (CPu), visual cortex (Vis), thalamus (Th),

hippocampus (Hip), cingulate cortex (Cg), retrosplenial cortex (RSC),

auditory cortex (Au), and parietal association cortex (PtA). These nodes

were also the nodes with the highest degree at baseline and showing the

largest decreases during epileptogenesis. Because the degree of each node

was similar on the right and left side of the brain, the average degree of

the right and left component of each node was calculated. There was a

significant effect of group and time in the IPKA group, but not in the

control group (FDR-corrected p >0.05) in the 10 strongest nodes. There

was a significant decrease in degree during epileptogenesis and the degree

was lower in the IPKA animals than in the control animals. The largest

decrease happened between 1 and 3 weeks post-SE.

6.3.5 Decrease in connectivity in connections of the ret-

rosplenial cortex

The most significant changes in functional connectivity take place be-

tween 1 and 3 weeks post-SE. To investigate functional connectivity

changes at week 3 in more detail, NBS was used to identify which net-

work connections differed the most between IPKA animals and controls.

In Figure 6.10, the 10% connections that differed the most are visualized

in a circular graph (F >25.9, p <0.001). The majority of these connec-

tions were connected to the retrosplenial cortex (10 out of 20). Eleven

out of 20 connections were within one hemisphere, the other 9 were be-

tween hemispheres. None of the connections connected the right and left

component of the same brain region.



194CHAPTER 6. FUNCTIONAL BRAIN NETWORK IN EPILEPSY

Figure 6.9: Nodal degree at each time point. At baseline (A) we can see that

the nodes with the highest degree (yellow rectangle) are the so-

matosensory cortex (SSC), motor cortex (MC), caudate putamen

(CPu), visual cortex (Vis), thalamus (Th), hippocampus (Hip),

cingulate cortex (Cg), retrosplenial cortex (RSC), auditory cor-

tex (Au) and parietal association cortex (PtA). Less important

nodes are the insula (Ins), posterior parietal cortex (PtP), septum

(Sep), piriform cortex (Pir), globus pallidus (GP), nucleus accum-

bens (Acb), temporal association cortex (TeA), prelimbic cortex

(PrL) and dorsolateral orbital cortex (DLO). During epileptoge-

nesis the degree decreases in most of the nodes, especially those

with a higher degree at baseline. Data are presented as a bar

graph with mean and standard error.



6.3. RESULTS 195

Figure 6.10: Circular visualisation of network with the 10% connections that

differ the most between IPKA and control animals 3 weeks post-

SE. Half of the connections are connections of the retrosplenial

cortex.

6.3.6 Correlation between changes in network measures

and seizure frequency

Based on 7 days of consecutive EEG monitoring, the average daily seizure

frequency at least 19 weeks post-SE was calculated for each animal (Fig-

ure 6.11). The animal which had no seizures during the monitoring

period (KAA2), did display occasional tonic-clonic seizures outside the

EEG recording period (e.g. when entering the housing room). In addi-

tion, interictal epileptiform activity, such as epileptic spikes and patho-

logical high frequency oscillations, were observed on the EEG signal

(Figure 6.16D). Therefore, it was considered epileptic. The relation-

ship between the number of seizures recorded at least 19 weeks post-SE

and the functional network measures was evaluated using the Pearson

correlation coefficient. The Shapiro-Wilk test showed that the seizure

frequency data follow a normal distribution (W (17) = 0.953, p= 0.514).

Seizure frequency was positively correlated with clustering coefficient at
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week 1 and 16, local and global efficiency at week 1, and negatively with

characteristic path length at week 1 and 16 post-SE (Figure 6.12, Fig-

ure 6.13). Seizure frequency was also positively correlated with mean

nodal degree measured one week post-SE, and more specifically with the

degree of the hippocampus (r = 0.591, p= 0.013), thalamus (r= 0.585,

p =0.014), cingulate cortex (r= 0.656, p =0.004), somatosensory cortex

(r = 0.617, p = 0.008), caudate putamen (r= 0.598, p =0.011), auditory

cortex (r = 0.544, p =0.024), and insula (r = 0.653, p = 0.004). No signif-

icant correlation between mean seizure duration and any of the network

measures could be found.

Figure 6.11: Seizure frequency (# per 24 h) per animal. Data are presented

as a boxplot with median, interquartile range and individual

data points.

Seizure frequency was also positively correlated with T2-normal hip-

pocampal volume 3, 6, 10, and 16 weeks post-SE (Figure 6.17). In

addition, T2-normal hippocampal volume was correlated with several

global network measures at all time points post-SE (Table 6.2).
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Figure 6.12: Correlation between network measures 16 weeks post-SE and

seizure frequency (number per 24 h).
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Figure 6.13: Correlation between network measures 1 week post-SE and

seizure frequency (number per 24 h).
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6.4 Discussion

6.4.1 Temporal progression of network topology and link

with time-dependent changes in structural lesions

and seizure frequency

The aim of this study was to characterize how the topological organiza-

tion of the rat brain changes after SE during the development of TLE.

We found that during epileptogenesis, BOLD signal fluctuations were

less correlated between brain areas, indicating decreased functional con-

nectivity. Graph analysis revealed that segregation and integration in

the functional brain network decreased during epileptogenesis. This in-

dicates that there is a lower local interconnectivity and a lower overall

communication efficiency. Nodal degree decreased significantly in the

most highly connected ROIs in the baseline network, indicating a loss

in connection strength. Most of these ROIs are part of the rat DMN,

including cingulate cortex, retrosplenial cortex, visual cortex, auditory

cortex, hippocampus, thalamus, motor cortex, and somatosensory cor-

tex [42, 43]. Becerra et al. [42] identified a spatial resting-state network

that had many brain regions in common with the DMN in humans. This

network consisted of the retrosplenial cortex, thalamus, hippocampus, in-

sula, motor cortex, somatosensory cortex, orbitofrontal cortex, septum,

and periaqueductal gray [42]. Later, Lu et al. [43] demonstrated that rat

brains have a DMN similar to that of humans. They identified the orbital

cortex, prelimbic cortex, cingulum, auditory and temporal association

cortex, posterior parietal cortex, retrosplenial cortex, hippocampus, and

visual cortex as its key structures [43]. This was confirmed by Hsu et al.

[44]. We also found small, non-significant changes in functional connec-

tivity, integration, and segregation in the control group, most likely due

to normal aging.

Functional connectivity, segregation and integration decreased most sig-

nificantly between 1 and 3 weeks post-SE. Beyond this time point, the

network connectivity remained unchanged. Sharma et al. [45] investi-

gated the temporal progression of lesions in a kainic acid-induced rat (F-

344) model of TLE. They found that neuronal degeneration can mainly
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be seen during the first 4 weeks after SE in the hippocampus (CA1,

CA3 and dentate gyrus), amygdala, thalamus, and cortex. Astrogliosis

increased until 4 weeks after SE, while microgliosis peaked 1 week af-

ter SE. This gliosis remained elevated over time in these brain regions

weeks after SE. Aberrant mossy fibre sprouting could be seen in the

dentate gyrus 1 week after SE, reaching a maximum 2 weeks post-SE

and decreasing afterwards [45]. This was confirmed by Bertoglio et al.

[46], who found neuronal loss in CA3 and dentate hilus (DH) 1 weeks

post-SE, and in CA3, DH and piriform cortex (Pir) 12 weeks post-SE

in a kainic acid-induced rat (Sprague-Dawley) model of TLE. They also

found microglial activation in CA3 and Pir 1 week post-SE, and in Pir

12 weeks post-SE [46]. Overall the dynamics of brain topology changes

that we found correspond nicely with the temporal profiles of neuronal

degradation and gliosis. This study showed, based on structural MRI,

that T2-normal hippocampal volume loss was already maximal one week

after SE, indicating that the most significant change in network topol-

ogy is secondary to the loss of neuronal tissue. A decreased hippocampal

volume has often been reported in patients with TLE [13, 14, 16, 17].

Van Nieuwenhuyse et al. [47] investigated how seizure frequency changes

during epileptogenesis in the IPKA model and found that after a mean

latency period of 7 days after SE, animals start to have spontaneous

seizures at an increasing frequency until a plateau phase is reached 17

weeks after SE. While seizure frequency continues to increase 3 weeks

after SE, functional connectivity, segregation, and integration reached

stable but decreased levels, indicating that worsening of the epileptic con-

dition is not associated with further decrease in functional connectivity

of the brain. We cannot rule out that the animals had seizures during the

image acquisition, since the used anaesthesia does not suppress seizure

activity [48] and EEG was not monitored during the scanning sessions.

However, because seizure frequency continues to increase while network

measures have reached a plateau phase, it is very unlikely that the ob-

served changes in functional connectivity, segregation, and integration

are the mere result of spontaneous seizures during image acquisition.
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6.4.2 Comparison with previous animal studies

Although there is a large variability in changes in functional connectivity

and network topology during epileptogenesis between studies and animal

models, most studies agree that functional connectivity is decreased in

several brain regions, including hippocampus and thalamus, which cor-

responds with our results. Pirttimäki et al. [29] investigated dynamic

network changes in the IPKA rat model for TLE and analysed longitu-

dinal data by comparing z-scores of correlation coefficients. They found

small increases and decreases in functional connectivity in several brain

regions 1 week post-SE, although the average change was not significant.

Similar to our study, they found decreased functional connectivity 1 or

2 months after SE, mainly between the somatosensory cortex and thala-

mus, and between the perirhinal and piriform cortices [29]. An rsfMRI

study performed by Mishra et al. [27] demonstrated a lower functional

connectivity between the ipsilateral and contralateral parietal cortex,

and between the hippocampus and parietal cortex on the injured side in

the lateral fluid-percussion rat model of post-traumatic epileptogenesis

4 months post-injury, using a comparison of z-scores. In the pilocarpine

rat model of TLE, Jiang et al. [26] found a decreased connectivity of the

hippocampal functional network in the hippocampus, amygdala, thala-

mus, motor cortex, and somatosensy cortex and increased connectivity

in the visual cortex, mesencephalon, and insula, using ICA. In the IPKA

model of TLE, Bertoglio et al. [24] found a wide-spread network con-

nectivity hyposynchrony 2 weeks post-SE, using ICA and comparison

of z-scores. In addition, they found that functional connectivity was

severely affected in several regions of the DMN [24]. Interestingly, a

study performed by Gill et al. [25] in the IPKA model for TLE found a

higher functional connectivity within the temporal regions and the lim-

bic network and between the anterior and posterior DMN together with

an increased network segregation and integration 4–5 weeks post-SE.

Several factors might contribute to the discrepancy between our study

and the study by Gill et al. [25], including different ROIs for the construc-

tion of the correlation matrix, a different animal strain (Long-Evans ver-

sus Sprague-Dawley) and the use of a different anaesthetic agent (isoflu-
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rane versus medetomidine). Several studies have shown that different

types of anaesthesia have an influence on spontaneous fluctuations in

the BOLD signal and on functional connectivity [49–53]. Medetomidine,

an α2-adrenergic agonist, has gained popularity in longitudinal fMRI

studies, since it induces sedation rather than general anaesthesia and

decreases global cerebral blood flow without dose-dependent vasodila-

tion or neuronal suppression [54, 55].

6.4.3 Comparison with patient studies

Our findings are generally in line with most studies investigating func-

tional connectivity and network topology in patients with TLE. Most

studies agree that segregation is decreased in patients with TLE [18,

21, 23]. Integration has been found to be increased [18, 21] as well as

decreased [23]. Liao et al. [18] found increased functional connectivity

within the temporal lobe and decreased functional connectivity in the

frontal and parietal lobe and in the DMN in patients with TLE. Addi-

tionally, they found a lower degree in nodes of the DMN [18]. Morgan

et al. [19] found that functional connectivity between the seizure prop-

agation network and its contralateral equivalent is decreased in TLE,

and that functional connectivity within the seizure propagation network

decreases linearly with increasing duration of epilepsy. Pittau et al. [20]

found decreased connectivity of the hippocampus and amygdala with the

DMN, ventromesial limbic prefrontal regions and contralateral mesial

temporal structures including hippocampus. Song et al. [22] also found

a decreased functional connectivity in the DMN in epilepsy patients.

6.4.4 Decrease in connectivity of the retrosplenial cortex

The brain region which changed most profoundly in functional connec-

tivity in the IPKA model was the retrosplenial cortex. The retrosplenial

cortex is one of the most important nodes of the rat DMN [42, 43]. Three

weeks post-SE, when change in network connectivity had reached sta-

ble levels, half of the connections that differed most in strength between

healthy and IPKA animals, included the retrosplenial cortex. This find-

ing is in line with a study in TLE patients that demonstrated a decrease



204CHAPTER 6. FUNCTIONAL BRAIN NETWORK IN EPILEPSY

in functional connectivity between the temporal lobe and the posterior

cingulate cortex, the human equivalent of the rat retrosplenial cortex

[56]. It is rather surprising that the retrosplenial cortex appears to be

more affected than regions of the mesial temporal lobe (hippocampus,

entorhinal and piriform cortices, and amygdala) which display most ex-

tensive cell loss [36, 45]. However, since the retrosplenial cortex plays

a role in spatial navigation and episodic memory [57], the lower func-

tional connectivity of this brain region could be a cause of the memory

impairment seen in rats with TLE [26].

In addition to the retrosplenial cortex, the cingulum and parietal asso-

ciation cortex are affected during epileptogenesis as well. These brain

regions have a high structural connectivity with other cortical regions,

such as hippocampus and thalamus. Together, these regions form a con-

nection between the primary sensory cortices [43, 44]. This could explain

why the decrease in functional connectivity in the brain network is so

extensive, rather than limited to structurally lesioned brain regions.

6.4.5 Correlation between changes in network measures

and seizure frequency

Finally, we investigated whether the changes in network measures oc-

curring during the development of epilepsy were associated with the oc-

currence of spontaneous epileptic seizures in the chronic epilepsy phase

at least 19 weeks after SE. A positive correlation was found between

the number of seizures on the one hand and clustering coefficient, lo-

cal efficiency, global efficiency, and mean degree at 1 week post-SE and

clustering coefficient at 16 weeks post-SE on the other hand. A nega-

tive correlation was found with characteristic path length 1 week and

16 weeks post-SE. Seizure frequency in the chronic epilepsy phase was

positively correlated with the degree of several brain regions, determined

1 week after SE. These regions included the hippocampus and thalamus,

two regions heavily affected by neurodegeneration and gliosis in response

to SE. This means that the more functionally disconnected these brain

regions are upon KA-induced SE, the less likely it is for seizures to occur

in the chronic phase. These associations between seizure frequency and
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functional connectivity measures all point out a quite unexpected find-

ing, namely that the more profoundly the brain network is affected by the

KA-induced SE, the less likely it is that spontaneous epileptic seizures

are generated. Thus, it seems that the brain network needs to keep a

minimal degree of organization to enable the emergence of seizures. This

is in line with the potent therapeutic effects of resective/disconnective

surgery as a treatment for epilepsy. Our findings correspond with those

of Bertoglio et al. [24], who also found that functional connectivity is

correlated with seizure frequency. In addition, we found that those ani-

mals with the largest T2-normal hippocampal volume loss displayed the

lowest number of seizures. This could indicate that a sufficient amount

of hippocampal tissue needs to be preserved as a substrate for seizure

generation.

The correlation between network measures and seizure frequency 1 week

after SE is very interesting, since we never recorded spontaneous epileptic

seizures at that time point in the IPKA model for TLE. This indicates

that network reorganisation upon an IPI might have a predictive value

and could potentially be used as a biomarker for the development and

progression of epilepsy.

6.4.6 Study limitations

To calculate mean seizure frequency and duration, seizures were visually

annotated by experienced investigators. Our study could have benefit-

ted from automated seizure detection. In preclinical epilepsy research,

automatic seizure detection is rarely used and visual annotation remains

the standard procedure. Seizures are easy to recognize by a trained re-

searcher, but hard to describe in terms of parameters, because they are

complex and slightly different in every animal. However, with recent

advances in machine learning, automatic detection is starting to emerge.

EEG was recorded for 7 consecutive days and seizures were detected in all

IPKA animals but one (KAA2). Since this animal did display occasional

tonic-clonic seizures outside the EEG recording period, a longer recording

period might be recommended to obtain a more accurate estimate of the
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seizure frequency.

Another limitation of our study is that we did not do post-mortem his-

tological analysis. Therefore, we could not confirm the extent of hip-

pocampal volume loss calculated based on the T2 images, nor could we

verify the exact location of the electrodes, which would have been par-

ticularly interesting in the animals with extensive damage. In addition,

we could not investigate whether the changes in network topology during

epileptogenesis were related to specific histopathological changes, such

as neuronal loss or gliosis.

Finally, we calculated the volume of the hippocampus by delineating

hippocampal tissue that looked normal on the T2-weighted MR images

[12]. To avoid including ventricles in the volume of the hippocampus,

all hyperintensities were excluded, since it was difficult to differentiate

between enlarged ventricles and other reasons for hyperintensities, such

as gliosis or inflammation. This means that we measured T2-normal

hippocampal volume, and not the actual volume of the hippocampus.

The T2-normal hippocampal volume is most likely an underestimation

of the actual volume.

6.5 Conclusion

We investigated changes in functional brain networks during epilepto-

genesis in the IPKA rat model of TLE using longitudinal resting state

fMRI and graph theory. First, we found that functional brain network

connections become weaker during the development of epilepsy. On a

global level, we found that segregation and integration in the functional

brain network decrease during epileptogenesis. As hypothesized, the

functional brain network was extensively disrupted during the develop-

ment of epilepsy. The largest changes in functional connectivity, segre-

gation and integration occurred between 1 and 3 weeks post-SE, which

is when the animals start to have spontaneous seizures. A loss in con-

nection strength could be seen in the most highly connected ROIs in the

network, many of which are part of the rat DMN. Secondly, we found

that 3 weeks post-SE, the connectivity of the retrosplenial cortex, one of
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the most important nodes in the rat DMN, was highly affected. Lastly,

as we hypothesized, the changes in functional connectivity, segregation,

and integration were correlated with seizure frequency. A more profound

topological reorganisation of the brain network corresponds with a lower

frequency of spontaneous epileptic seizures. The findings of this study

provide more insight into how the topological organization of the func-

tional brain network changes during the development of epilepsy, which

could lead to a better understanding of the underlying mechanisms of

epilepsy and help the rational development of epilepsy therapies. To

further elaborate on the link between changes in brain network topology

and epileptogenesis, a follow-up study is planned using MR-compatible

electrodes to enable longitudinal EEG-fMRI studies in various models

for acquired epilepsy, including the IPKA animal model.
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Supplementary data

Figure 6.14: Example of a raw GE-EPI scan of a representative animal at

baseline.
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Figure 6.15: Example of a raw GE-EPI scan of a representative animal 16

weeks post-SE.
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Figure 6.16: Examples of EEG recording. A) EEG fragment of a representa-

tive control animal, B) EEG fragment of an epileptic seizure and

fast ripples in a representative IPKA animal, C) interictal EEG

fragment, with typical epileptic discharges, of a representative

IPKA animal, D) interictal EEG fragment, with typical epilep-

tiform activity such as epileptic spikes and pathological high

frequency oscillations, of KAA2, an animal that did not display

any seizures on the EEG during the recording period.
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Figure 6.17: Correlation between T2-normal hippocampal volume and

seizure frequency (number per 24 h).

Table 6.3: Test-retest reliability of graph theoretical network measures, as-

sessed using the coefficient of variation [%] calculated between

scans within one scanning session, between scans in different ses-

sions and between scans in different animals.

Coefficient of variation [%]

Mean Standard

deviation

Within-

session

Between-

sessions

Between

subjects

Degree 13.1 1.64 8.65 5.12 12.5

Clustering coefficient 0.393 0.0180 4.17 2.39 4.58

Characteristic

path length
2.55 0.282 8.81 5.79 11.1

Local efficiency 0.811 0.0958 8.80 5.57 11.8

Global efficiency 0.491 0.0609 8.96 6.52 12.4
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7 | Dynamic functional connectivity and

graph theory metrics in a rat model

of temporal lobe epilepsy reveal a

preference for brain states with a

lower functional connectivity,

segregation and integration

This chapter is based on: Christiaen, E., Goossens, M. G., Descamps, B.,

Larsen, L. E., Boon, P., Raedt, R., & Vanhove, C. (2020). Dynamic func-

tional connectivity and graph theory metrics in a rat model of temporal

lobe epilepsy reveal a preference for brain states with a lower functional

connectivity, segregation and integration. Neurobiology of disease, 139,

104808.

Abstract

Epilepsy is a neurological disorder characterized by recurrent epilep-

tic seizures. The involvement of abnormal functional brain networks

in the development of epilepsy and its comorbidities has been demon-

strated by electrophysiological and neuroimaging studies in patients with

epilepsy. This longitudinal study investigated changes in dynamic func-

tional connectivity (dFC) and network topology during the development

of epilepsy using the intraperitoneal kainic acid (IPKA) rat model of

temporal lobe epilepsy (TLE). Resting state functional magnetic reso-

nance images (rsfMRI) of 20 IPKA animals and 7 healthy control animals

were acquired before and 1, 3, 6, 10 and 16 weeks after status epilepticus

221
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(SE) under medetomidine anaesthesia using a 7 T MRI system. Starting

from 17 weeks post-SE, hippocampal EEG was recorded to determine the

mean daily seizure frequency of each animal. Dynamic functional con-

nectivity was assessed by calculating the correlation matrices between

fMRI time series of predefined regions of interest within a sliding win-

dow of 50 s using a step length of 2 s. The matrices were classified into

6 functional connectivity states, each characterized by a correlation ma-

trix, using k-means clustering. In addition, several time-variable graph

theoretical network metrics were calculated from the time-varying corre-

lation matrices and classified into 6 states of functional network topol-

ogy, each characterized by a combination of network metrics. Our results

showed that functional connectivity states with a lower mean functional

connectivity, and lower segregation and integration occurred more often

in IPKA animals compared to control animals. Functional connectivity

also became less variable during epileptogenesis. In addition, average

daily seizure frequency was positively correlated with percentage dwell

time (i.e., how often a state occurs) in states with high mean functional

connectivity, high segregation and integration, and with the number of

transitions between states, while negatively correlated with percentage

dwell time in states with a low mean functional connectivity, low segre-

gation, and low integration. This indicates that animals that dwell in

states of higher functional connectivity, higher segregation and higher in-

tegration, and that switch more often between states, have more seizures.

7.1 Introduction

Functional magnetic resonance imaging (fMRI) is a neuroimaging tech-

nique that allows for non-invasive visualisation of whole-brain activity.

It detects changes in the blood oxygenation level dependent (BOLD)

signal, which reflects neuronal activity [1]. Generally, fMRI is used to

construct maps indicating brain regions that are activated by a certain

task. In contrast to task-based fMRI, resting-state fMRI (rsfMRI) does

not require subjects to perform any specific task. During rest, back-

ground activity modulates the BOLD signal, inducing spontaneous low

frequency fluctuations. Based on statistical dependencies between the
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BOLD time series of brain regions of interest, functionally connected

regions can be identified and functional brain networks can be detected

[2]. Several techniques can be used to assess functional connectivity, such

as seed-based correlation, independent component analysis (ICA), and

graph theory [3]. Functional connectivity is affected in several neurolog-

ical disorders, including Alzheimer’s disease, depression, schizophrenia,

attention-deficit hyperactivity disorder, and epilepsy [4].

In most rsfMRI studies, functional connectivity is calculated based on

statistical dependencies between brain regions over the entire scan, which

usually lasts 5 to 20 min, and is thus assumed to be stationary [5]. How-

ever, several fMRI and electrophysiological studies have demonstrated

that functional connectivity fluctuates within shorter time scales of sec-

onds [5, 6]. To capture these fast changes, dynamic functional connec-

tivity (dFC) can be used [7]. The most common strategy to investigate

dFC is using a sliding window approach where pairwise connectivity be-

tween brain regions or voxels is repeatedly evaluated for (non)overlapping

time windows of data [5, 8]. Differences in dFC between patients and

controls have been found in several neurological disorders, including

schizophrenia, autism, mild cognitive impairment, Alzheimer’s disease,

post-traumatic stress disorder, and multiple sclerosis (for review see [5],

but also in epilepsy [9–14].

Epilepsy is a neurological disorder characterized by recurrent epileptic

seizures [15] and about one third of patients suffer from drug-resistant

epilepsy, i.e., their seizures cannot be controlled with anti-epileptic drugs.

The most common type of acquired drug-resistant epilepsy is temporal

lobe epilepsy (TLE) [16]. Using different analysis techniques, dFC stud-

ies found several alterations in TLE patients, including altered mean and

variance of the BOLD signal [17], and altered variability of functional

connectivity and graph theory metrics [17–20].

Epilepsy is often caused by an initial precipitating insult (IPI) such as

stroke, infection, trauma, brain tumor or (febrile) status epilepticus (SE).

Following an IPI, functional and structural changes occur in the brain

which in some patients are associated with the development of sponta-
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neous epileptic seizures. The process where a healthy brain is trans-

formed into an epileptic brain is called epileptogenesis [21].

In this study, changes in dynamic functional connectivity and network

topology during the development of epilepsy were investigated in the

intraperitoneal kainic acid (IPKA) rat model of TLE. The aim of this

study was twofold: (1) to characterize how dFC and dynamic network

topology of the rat brain change after SE and during the development

of TLE, and (2) to evaluate whether these changes are associated with

the occurrence of spontaneous seizures. To the best of our knowledge,

no studies have investigated dFC and dynamic network topology in an

animal model of epilepsy.

7.2 Materials and methods

7.2.1 Data set

The data set consisted of rsfMRI scans and EEG recordings of 27 adult

male Sprague-Dawley rats (276 ± 15 g body weight; Envigo, The Nether-

lands), of which 20 were IPKA animals and 7 control animals. An extra

data set was used to validate our methods. This validation data set con-

sisted of rsfMRI scans of 8 adult male Sprague-Dawley rats (237 ± 11 g

body weight; Envigo), all of which were IPKA animals.

7.2.2 Animals

The animals were treated according to European guidelines (directive

2010/63/EU). The local Ethical Committee on Animal Experiments of

Ghent University (ECD 16/31) approved the protocol. The animals were

housed individually in type III H cages (Tecniplast, Australia) on wood-

based bedding (Carfil, Belgium), under environmentally controlled con-

ditions (12 h normal light/dark cycles, 20–23 °C and 40–60% relative

humidity) with food (Rats and Mice Maintenance, Carfil, Belgium) and

water ad libitum. Paper nesting material (Nesting, Carfil, Belgium) and

a piece of gnawing wood (M-brick, Carfil, Belgium) were used to enrich

the cages.
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7.2.3 Status epilepticus

Twenty animals of the main data set and all 8 animals of the validation

data set were intraperitoneally (i.p., 5 mg/kg/h) injected with kainic acid

(KA; Tocris Bioscience, UK) according to the protocol of Hellier et al.

[22] at an age of 8 weeks. KA was administered every hour until motor

seizures were elicited for at least 3 h, referred to as status epilepticus

(SE). On average, the animals were injected with 12.7 mg/kg KA (range:

5–20 mg/kg). Two animals died during or within 4 h after SE induction.

The other 7 animals of the main data set were injected similarly with

saline and served as a control group.

7.2.4 Image acquisition

In the main data set, anatomical and resting state functional MRI was

performed one week before and 1, 3, 6, 10, and 16 weeks after SE. One

IPKA rat was excluded 3 weeks after SE, because of a large artifact on the

MR images caused by a metal fragment lodged behind its teeth. Anatom-

ical and resting state functional MR images were acquired 20 weeks post-

SE in the animals in the validation data set. These animals had been

intrahippocampally injected with the viral vector AAV2/7-CamKIIα-

hM4Di-mCherry (titer 2.78 x 1013 genome copies/ml) 16 weeks post-SE

as part of an additional study. Animals were transported to the MR

facility one day before scanning. They were sedated with medetomi-

dine while the functional MR images were acquired [23]. First, the ani-

mals were anesthetized with isoflurane (5% for induction, 2% for mainte-

nance; Isoflo, Zoetis, USA) and O2. Then, a bolus of medetomidine (0.05

mg/kg; Domitor, Orion Pharma, Finland) was injected subcutaneously

and after 10 min, isoflurane anaesthesia was discontinued. Continuous

subcutaneous infusion of medetomidine (0.1 mg/kg/h) was started 15

min after the bolus injection and 25 min later functional MR images

were acquired. Anaesthesia was reversed after the image acquisition

with a subcutaneous injection of atipamezole (0.1 mg/kg; Antisedan,

Orion Pharma, Finland). The MR images were acquired on a 7 T sys-

tem (PharmaScan, Bruker, Germany) using a transmit body volume coil

(Rapid Biomedical, Germany) and an actively decoupled rat head surface
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coil (Rapid Biomedical, Germany) to receive the signal. A circulating-

water heating pad maintained the body temperature of the animals and

respiration was measured using a pressure sensor. After optimizing the

magnetic field homogeneity, TurboRARE T2-weighted anatomical im-

ages (TR: 3661 ms, TE: 37 ms, 30 slices, FOV: 35 x 35 mm2, in-plane

slice resolution: 109 x 109 µm2, slice thickness: 0.6 mm, acquisition time:

9 min 46 s) were acquired. Next, 3 rsfMRI scans were acquired for the

main data set and 2 for the validation data set using single-shot gradient

echo echo-planar imaging (GE-EPI; TR: 2000 ms, TE: 20 ms, 16 slices,

FOV: 30 x 30 mm2 and voxel size: 0.375 x 0.375 x 1 mm3). Each rsfMRI

scan consisted of 300 repetitions and lasted 10 min.

7.2.5 Electrode implantation

On average 19.5 weeks after SE (range 17 to 23 weeks), recording elec-

trodes were implanted in both hippocampi in the animals of the main

data set. The rats were anesthetized with a mixture of isoflurane (5%

for induction, 2% for maintenance) and medical O2. After exposing

the skull, 13 small burr holes were drilled: 9 for the positioning of

stainless steel anchor screws (1.75 mm diameter; PlasticsOne, USA),

2 for the epidural ground/reference electrodes above the right and left

frontal cortex respectively and 2 for bilateral hippocampal EEG record-

ing electrodes. Epidural electrodes and bipolar recording electrodes were

custom-made by connecting an insulated copper wire to an anchor screw

and by twisting two polyimide-coated stainless steel wires (70 µm bare

diameter, 900 µm distance between wire tips; California Fine Wire, USA)

around each other, respectively. Recording electrodes were implanted in

the left and right hippocampus using stereotactic coordinates based on

the Rat Brain Atlas by Paxinos and Watson [24] (AP -3.8 mm, ML ±2.2

mm relative to bregma, DV about -3.3 mm relative to brain surface). The

T2-weighted anatomical MR images, obtained 16 weeks post-SE, were

used to check whether the implantation site was free of KA-induced le-

sions. Real time electrophysiological recordings were monitored visually

and auditively during the positioning of the electrodes to ensure that one

tip of the electrode was placed in the subgranular layer of the dentate
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gyrus and the other in the pyramidal cell layer of the CA1 region. All

electrode leads ended in a connector that was attached to the skull and

the anchor screws using acrylic dental cement. Meloxicam (1 mg/kg,

subcutaneously, Boehringer Ingelheim, Germany) was injected at the

end of the surgery and lidocaine (2% Xylocaine gel, AstraZeneca, UK)

was locally applied to the wound to minimize discomfort. Meloxicam

was injected a second time 24 h after surgery.

7.2.6 EEG recording

EEG recordings were started after one to two weeks of recovery. The

EEG set up consisted of a custom-built head stage with unity gain

preamplifier (based on TI TL074 JFET OpAmps), shielded 12-channel

cables (363/2-000; PlasticsOne), a 12-channel commutator (SL12C; Plas-

ticsOne) and a custom-built 512× amplifier (based on TI TL074 JFET

OpAmps and a first order high-pass filter with a time constant of 1 s).

Animals were awake and freely moving during the recording period. Sig-

nals were sampled at 2 kHz by a 16-bit resolution data acquisition card

(USB-6259, National Instruments, USA) and stored on the computer

for offline analysis by a Matlab-based script (MathWorks, USA). Experi-

enced investigators annotated seizures visually. An electrographic seizure

was defined as a repetitive pattern (>2 Hz) of complex, high amplitude

EEG spikes that lasts for minimally 5 s. Following an acclimatization

period of 3 days, the average number of seizures per day was calculated

based on 7 consecutive days of EEG recording.

7.2.7 Dynamic functional brain network

Parcellation

An in-house parcellated atlas containing 38 cortical and subcortical re-

gions of interest (ROIs), constructed manually based on T2w anatom-

ical images of part of the main data set (10 animals) using SPM12

(https://www.fil.ion.ucl.ac.uk/spm/software/spm12/) and Matlab, was

used to construct the dynamic functional brain network. The ROIs in-

cluded auditory cortex, caudate putamen, cingulate cortex, dorsolat-

eral orbital cortex, globus pallidus, hippocampus, insula, motor cortex,
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nucleus accumbens, parietal association cortex, piriform cortex, poste-

rior parietal cortex, prelimbic cortex, retrosplenial cortex, septum, so-

matosensory cortex, temporal association cortex, thalamus, and visual

cortex, each in the left and right hemisphere. The atlas was adapted to

the IPKA model, i.e., hyperintensities visible on the T2w images indica-

tive for structural damage were excluded from the ROIs.

Sliding window analysis

The sliding window approach, implemented in the Graph Theoretical

Network Analysis (GRETNA) toolbox [25], was used to calculate the

dFC between the ROIs (Figure 7.1). The mean time series for each ROI

were extracted and the Pearson correlation coefficient was calculated be-

tween each pair within a rectangular time window of 50 s. Then, the time

window was shifted repeatedly with 2 s and each time the correlation co-

efficients were calculated. In this way, 276 correlation matrices (38 x 38)

were obtained for each scan. For further analysis, the correlation coeffi-

cients were Fisher r-to-z transformed to obtain a normal distribution. In

addition, graph theory was used to assess the functional organization of

the brain within each time window [26]. The correlation matrices were

represented as a graph with the ROIs as nodes, and the correlation coef-

ficients between the ROIs as edges. The weakest edges were removed to

obtain a 35% network density, i.e., the number of remaining connections

divided by the maximum number of possible connections. Several graph

theoretical metrics were calculated using GRETNA. On a global level,

degree, characteristic path length, global efficiency, clustering coefficient,

and local efficiency were determined, and degree was calculated for each

node or ROI as well. Degree is the number of edges connected to a node.

Characteristic path length is the average number of edges connecting

two nodes in the graph, and global efficiency is the average inverse path

length between two nodes. Clustering coefficient is the proportion of

neighbours of a node that are also connected to one another, and local

efficiency is global efficiency calculated within the neighbourhood of a

node, i.e., the nodes connected to that node. Degree is a measure of the

importance of a node in the graph, characteristic path length and global
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efficiency are measures of functional integration or overall communica-

tion efficiency, and clustering coefficient and local efficiency are measures

of functional segregation or local interconnectivity in the network [2, 26].

7.2.8 States of functional connectivity and functional net-

work topology

The correlation matrices were classified into a subset of connectivity

states. These states can be seen as recurring patterns of functional con-

nectivity. A k-means clustering algorithm (kmeans function in Matlab)

was used to partition the correlation matrices into a number of clusters

and the optimal number of clusters was determined by the Elbow method

[27]. In k-means clustering, the total intra-cluster variation is minimized.

The Elbow method calculates the intra-cluster variation in function of

the number of clusters and determines for which number of clusters,

adding another cluster does not lead to a large decrease in intra-cluster

variation. The clustering was performed on the entire data set contain-

ing 144,900 correlation matrices, consisting of the scans of all animals of

the main data set at all time points. For each state of functional connec-

tivity, mean, standard deviation, and maximum and minimum z-scores

were calculated. These were then sorted from highest to lowest mean

value. Additionally, the graph theoretical network metrics characteristic

path length, clustering coefficient, global and local efficiency, and global

and nodal degree were calculated for each state. These network metrics

were calculated at different densities of the correlation matrices, from

20 to 50% density with a 5% interval, and averaged over these densities.

Moreover, coreness of the nodes was used to assess the importance of the

nodes in each functional connectivity state, regardless of the mean value

of this state. A functional brain network usually consists of a core, i.e.,

a set of highly connected nodes, and a periphery, i.e., the other, weakly

connected, nodes. Coreness indicates how often a node is part of the

core and is a number between 0 (never in the core) and 1 (always in

the core) [28]. To calculate coreness, all nodes are ranked from highest

to lowest degree. Then, the connection strength with all nodes with a

higher degree is calculated for each node. The node for which this value
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Figure 7.1: Construction and clustering of dynamic functional brain net-

works: Pearson correlation coefficient is calculated between each

pair of ROIs within a rectangular time window of 50 s that is

shifted repeatedly with 2 s, to obtain 276 38 × 38 correlation

matrices that are then clustered into 6 recurring states of func-

tional connectivity. After applying a threshold to obtain a net-

work density of 35%, several graph theoretical network metrics

are calculated for each correlation matrix to quantify its topology.

The different network topologies are then clustered into 6 states

of functional network topology (Adapted from [5]).
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is maximal is the limit of the core. All nodes with a higher degree are

part of the core and are assigned coreness 1, all nodes with a lower degree

are part of the periphery and are assigned coreness 0. This is done for

all network densities and averaged, leading to a coreness between 0 and

1 for each node in the network.

To assess the variability in functional network topology, the standard de-

viation over the 276 time windows was calculated for all graph theoretical

network metrics. Then, the time-varying network topology, character-

ized by a combination of the global network metrics degree, clustering

coefficient, characteristic path length, and local and global efficiency, was

classified into a subset of states as well.

7.2.9 Dwell time and number of transitions

For each animal and each time point, the percentage dwell time for each

state of functional connectivity and network topology was determined.

This was calculated as the ratio of the number of times a state occurs

within a scan, to the total number of windows within the scan (n = 276).

In addition, the number of transitions was calculated. This is the number

of times the functional connectivity changes between states within a scan,

i.e., within 10 min. These parameters, and the variability in network

topology, were statistically analysed using a linear mixed-effects model

(LMEM) in IBM SPSS Statistics for Windows, version 26 (IBM Corp.,

N.Y., USA). The covariance structure was the ‘compound symmetry’

structure, fixed factors were group (IPKA animals and control animals),

time (baseline, 1, 3, 6, 10 and 16 weeks after SE), and group-by-time

interaction. Least-significant-difference tests were used to explore sig-

nificant effects and interactions, a significance level of 0.05 was used for

main effects and interactions, and the Bonferroni and false discovery rate

(FDR) correction were used to correct for multiple comparisons between

time points and variables, respectively. For some parameters, the as-

sumption of normally distributed residuals was not met, most likely due

to a large number of zero values in some states. In this case, the effect

of group was evaluated using the non-parametric Mann-Whitney U test,

and effect of time with the non-parametric Friedmann test. For pair-
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wise comparisons, the Mann-Whitney U test and Wilcoxon signed-rank

test were used for between-group and within-group statistical testing, re-

spectively, and the Bonferroni correction was used to correct for multiple

comparisons.

7.2.10 Correlation with seizure frequency

The Pearson correlation coefficient was calculated to assess the corre-

lation between mean daily seizure frequency and dFC parameters such

as dwell time in states of functional connectivity and network topology,

number of transitions between states, and standard deviation of global

network metrics at each time point. A significance level of 0.05 was used.

If the one-sample Kolmogorov-Smirnov test showed that one of the vari-

ables was not normally distributed, Spearman’s rank-order correlation

was used instead of Pearson correlation. FDR correction was used to

correct for multiple comparisons when calculating the correlation be-

tween seizure frequency and percentage dwell time in different states at

the same time point.

7.2.11 Influence of window length

One of the limitations of a sliding window analysis, is that the window

length has to be chosen a priori. If it is too short, false fluctuations can

be observed in the dFC, but if the window length is too long, not all

genuine fluctuations will be detected. A window length of 30 to 60 s is

usually a good trade-off [5]. In this study, we chose a window length of

50 s or 25 TRs. To assess the influence of the choice of window length,

we repeated the calculation of dwell time in, and number of transitions

between states of functional connectivity using window lengths of 30 s

(15 TRs) and 70 s (35 TRs).

7.2.12 Validation of epileptic dynamic functional connec-

tivity

An extra data set was used to validate our results. This data set con-

sisted of rsfMRI scans in 8 IPKA animals, acquired 20 weeks post-SE.
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The dynamic functional brain network was constructed using the par-

cellated atlas of the main data set and a sliding window length of 50 s.

Each correlation matrix was assigned to one of the states of functional

connectivity of the main data set using the Matlab function pdist2. This

function determines which functional connectivity state is the closest

match to each matrix based on Euclidian distance. Again, percentage

dwell time in each state and number of transitions were calculated. Then,

a two-sample Kolmogorov-Smirnov test assessed whether these parame-

ters came from the same distribution as those of the IPKA group in the

main data set.

7.3 Results

7.3.1 States of functional connectivity and network topol-

ogy

Using k-means clustering and the Elbow method, all time-varying cor-

relation matrices were assigned to one of 6 recurring states of functional

connectivity (Figure 7.2). For each state, mean, standard deviation, and

maximum and minimum z-scores are listed in Table 7.1. The states were

sorted from highest (State 1) to lowest mean value (State 6). In addi-

tion, 4 global network metrics were calculated and displayed in Figure

7.3. Characteristic path length was lowest in State 1 and highest in State

6, while clustering coefficient and local and global efficiency were highest

in State 1 and lowest in State 6. In Figure 7.4, nodal degree and coreness

are visualized for each state. Average degree decreased from State 1 to

State 6, but the relative importance of the nodes in the network remained

similar. For each state, the core consisted of somatosensory cortex, cin-

gulate cortex, motor cortex, visual cortex, caudate putamen, thalamus,

retrosplenial cortex, and hippocampus. Of these regions, visual cortex,

thalamus, and hippocampus varied most between states.
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Figure 7.2: Correlation matrices (z-score) of 6 recurring states of functional

connectivity, sorted from highest (State 1) to lowest (State 6)

mean value.

Table 7.1: Characterization of 6 recurring states of functional connectivity

determined using k-means clustering.

State 1 State 2 State 3 State 4 State 5 State 6

Mean 1.65 1.28 1.03 0.80 0.58 0.35

Standard

deviation
0.24 0.24 0.22 0.21 0.18 0.14

Maximum 2.53 2.11 1.81 1.55 1.42 1.35

Minimum 1.13 0.80 0.61 0.42 0.26 0.08
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Figure 7.3: Global network metrics for each state of functional connectivity.

Characteristic path length increases from State 1 to State 6, while

clustering coefficient and local and global efficiency decrease.
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Figure 7.4: A) Nodal degree and B) coreness for each state. On average, de-

gree decreases from State 1 to State 6, but the relative importance

of the nodes in the network remains similar. Data are visualized

as a bar graph with mean values.



7.3. RESULTS 237

Network metrics were not only calculated for the 6 functional connec-

tivity states, but also for the time-varying correlation matrices. The

standard deviation over the 276 time windows of global degree, cluster-

ing coefficient, and global efficiency is visualized in Figure 7.5. Statisti-

cal analysis showed that standard deviation of global degree and global

efficiency was significantly lower in the IPKA group compared to the

control group (U = 1.27 103, p < 0.001 and U = 1.21 103, p < 0.001,

respectively), while standard deviation of clustering coefficient was sig-

nificantly higher (F1,24.3 = 12.5, p = 0.002). Standard deviation of global

degree and global efficiency decreased significantly during epileptogene-

sis in the IPKA group (χ2 = 22.3, p < 0.001 and χ2 = 15.6, p = 0.008,

respectively), but not in the control group (χ2 = 1.61, p = 0.900 and

χ2 = 3.08, p = 0.687, respectively). There was a significant increase in

standard deviation of clustering coefficient during epileptogenesis in the

IPKA group (F5,123 = 3.93, p = 0.002), but not in the control group

(F5,122 = 1.45, p = 0.210).

Figure 7.5: Standard deviation over 276 time windows for global degree, clus-

tering coefficient and global efficiency. Data are presented as a

boxplot with median and interquartile range, *p < .05, **p <

.01, ***p < .001.

The time-varying network metrics were also decomposed into 6 recurring

states of functional network topology using k-means clustering in com-

bination with the Elbow method. The states were sorted from highest
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to lowest global degree. Clustering coefficient, and local and global effi-

ciency were highest in State 1 and lowest in State 6, while characteristic

path length was lowest in State 1 (Figure 7.6).

Figure 7.6: Global network metrics for each state of functional network topol-

ogy. Degree, clustering coefficient, local and global efficiency de-

crease from State 1 to State 6, while characteristic path length

increases.

7.3.2 Percentage dwell time in states of functional con-

nectivity and network topology

Percentage dwell time was calculated for each state of functional connec-

tivity and network topology and visualized as a function of time, i.e., the

number of weeks post-SE, for the IPKA group and the control group. In

Figure 7.7, each segment of a bar represents the percentage dwell time in

a state averaged over the animals in the group (IPKA group or control

group) at one time point. The 6 states always add up to 100%. Statis-

tical analysis revealed a significant difference in percentage dwell time

between the control and the IPKA group. The dwell time in State 1, 2

and 3 was significantly lower in the IPKA group compared to the control

group, while dwell time in State 5 and 6 was significantly higher in the
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IPKA group. A significant effect of time could be found in the IPKA

group. There was a significant decrease in dwell time in State 1, 2, 3 and

4 and an increase in dwell time in State 5 and 6 during epileptogenesis

in the IPKA group. No significant changes over time were found in the

control group.

Similar results were obtained for percentage dwell time in states of func-

tional network topology. In State 1, 2 and 3, dwell time was significantly

lower in the IPKA group compared to the control group, while in State 5

and 6, dwell time was significantly higher in the IPKA group. Percentage

dwell time in State 1, 2, 3 and 4 decreased significantly during epilep-

togenesis in the IPKA group, while it increased significantly in State 5

and 6. No significant changes over time were found in the control group.

The results of the statistical analysis are summarized in 7.2.
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Figure 7.7: Percentage dwell time in states of A) functional connectivity and

B) functional network topology, visualized as a function of time

(weeks post-SE) for the IPKA group and the control group. Data

are visualized as a stacked bar graph with mean values. Each

segment of a bar represents the percentage dwell time in a state

averaged over the animals in the group at one time point. The 6

segments always add up to 100%.



7.3. RESULTS 241

T
a
b
le

7
.2

:
R

es
u
lt

s
o
f
st

a
ti

st
ic

a
l
a
n
a
ly

si
s
o
f
p
er

ce
n
ta

g
e

d
w

el
l
ti

m
e

in
st

a
te

s
o
f
fu

n
ct

io
n
a
l
co

n
n
ec

ti
v
it
y

a
n
d

n
et

w
o
rk

to
p
o
lo

g
y,

p
-v

a
lu

es

a
re

F
D

R
-c

o
rr

ec
te

d
fo

r
m

u
lt

ip
le

co
m

p
a
ri

so
n
s.

D
w

e
ll

ti
m

e
E
ff
e
c
t

o
f
g
ro

u
p

E
ff
e
c
t

o
f
ti

m
e

IP
K

A
g
ro

u
p

E
ff
e
c
t

o
f
ti

m
e

c
o
n
tr

o
l
g
ro

u
p

S
ta

te
s

of
fu

n
ct

io
n
al

co
n
n
ec

ti
v
it
y

S
ta

te
1

U
=

1.
29

10
3

p
<

0.
00

1
χ
2

=
28

.5
p

<
0.

00
1

χ
2

=
3.

39
p

=
0.

76
8

S
ta

te
2

U
=

1.
20

10
3

p
<

0.
00

1
χ
2

=
36

.1
p

<
0.

00
1

χ
2

=
3.

96
p

=
1.

00

S
ta

te
3

F
1
,2
6
.0

=
14

.6
p

=
0.

00
1

F
5
,1
2
5

=
17

.7
p

<
0.

00
1

F
5
,1
2
3

=
1.

22
p

=
1.

00

S
ta

te
4

U
=

2.
14

10
3

p
=

0.
72

4
χ
2

=
11

.1
p

=
0.

05
0

χ
2

=
5.

78
p

=
0.

98
7

S
ta

te
5

F
1
,2
6
.0

=
16

.9
p

=
0.

00
1

F
5
,1
2
4

=
16

.9
p

<
0.

00
1

F
5
,1
2
3

=
0.

78
0

p
=

0.
84

9

S
ta

te
6

U
=

3.
23

10
3

p
<

0.
00

1
χ
2

=
37

.5
p

<
0.

00
1

χ
2

=
2.

57
p

=
0.

76
6

S
ta

te
s

of
fu

n
ct

io
n
al

n
et

w
or

k
to

p
ol

og
y

S
ta

te
1

U
=

1.
45

10
3

p
<

0.
00

1
χ
2

=
30

.5
p

<
0.

00
1

χ
2

=
3.

66
p

=
1.

00

S
ta

te
2

U
=

1.
16

10
3

p
<

0.
00

1
χ
2

=
35

.2
p

<
0.

00
1

χ
2

=
2.

88
p

=
1.

00

S
ta

te
3

F
1
,2
4
.8

=
16

.4
p

=
0.

00
1

F
5
,1
2
2

=
15

.6
p

<
0.

00
1

F
5
,1
2
1

=
0.

94
0

p
=

1.
00

S
ta

te
4

F
1
,2
5
.0

=
0.

69
2

p
=

0.
41

3
F
5
,1
2
2

=
2.

70
p

=
0.

02
4

F
5
,1
2
2

=
1.

16
p

=
1.

00

S
ta

te
5

F
1
,2
4
.4

=
17

.0
p

=
0.

00
1

F
5
,1
2
2

=
12

.6
p

<
0.

00
1

F
5
,1
2
1

=
0.

53
7

p
=

0.
89

8

S
ta

te
6

U
=

1.
14

10
3

p
<

0.
00

1
χ
2

=
35

.6
p

<
0.

00
1

χ
2

=
2.

19
p

=
0.

82
2



242 CHAPTER 7. DYNAMIC FUNCTIONAL BRAIN NETWORK

7.3.3 Number of transitions between states of functional

connectivity and network topology

The number of transitions between states of functional connectivity and

states of functional network topology are visualized in Figure 7.8A and

7.8B, respectively. Each stacked bar represents the total number of tran-

sitions at one time point averaged over all animals within one group

(IPKA group or control group). Each segment of a bar represents the

number of transitions between two specific states. Only transitions be-

tween consecutive states are represented, since transitions between non-

consecutive states were rare.

The total number of transitions between states of functional connectiv-

ity was significantly lower in the IPKA group compared to the control

group and decreased significantly during epileptogenesis in the IPKA

group. More specifically, the number of transitions between states 1 and

2, 2 and 3, and 3 and 4 was significantly lower in the IPKA compared

to the control group and decreased significantly during epileptogenesis

in the IPKA group. The number of transitions between states 5 and 6

was significantly higher in the IPKA group and the number of transi-

tions between states 4 and 5, and 5 and 6 increased significantly during

epileptogenesis in the IPKA group.

Similar results were obtained for the number of transitions between states

of functional network topology. The total number of transitions was

significantly lower in the IPKA group compared to the control group,

but there was no significant effect of time in either group. In the IPKA

group, the number of transitions between states 1 and 2, 2 and 3, and

3 and 4 was significantly lower, and between states 5 and 6 significantly

higher compared to the control group. There was a significant decrease

in the number of transitions between states 1 and 2, 2 and 3, and 3

and 4 during epileptogenesis in the IPKA group, while the number of

transitions between states 5 and 6 increased significantly. The results of

the statistical analysis are summarized in Table 7.3.
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Figure 7.8: Number of transitions between states of A) functional connectiv-

ity and B) functional network topology, visualized as a function of

time (weeks post-SE) for the IPKA group and the control group.

Data are visualized as a stacked bar graph with mean values.

Each segment of a bar represents the number of transitions be-

tween 2 specific states averaged over the animals in the group at

one time point.
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7.3.4 Correlation of mean global network metrics, per-

centage dwell time and number of transitions with

seizure frequency

During 7 days of consecutive EEG monitoring at least 19 weeks post-SE,

the animals had a mean average daily seizure frequency of 22 seizures

per 24 h (range: 0–53). One animal did not display any seizures on

EEG during the recording period but did display occasional tonic-clonic

seizures outside the recording period (e.g., when entering the housing

room) and interictal epileptiform activity, such as epileptic spikes and

pathological high frequency oscillations that could be observed on the

EEG signal. Therefore, it was considered epileptic.

Seizure frequency was positively correlated with dwell time in the 2

higher states of functional connectivity one week post-SE, dwell time in

State 4 16 weeks post-SE, and the total number of transitions between

states of functional connectivity 16 weeks post-SE. Seizure frequency was

negatively correlated with dwell time in State 5 of functional connectiv-

ity one week post-SE, and State 6 of functional connectivity 16 weeks

post-SE (Figure 7.9).

Seizure frequency was also positively correlated with dwell time in the

3 higher states of functional network topology (State 1, 2 and 3) one

week post-SE, but negatively correlated with dwell time in State 5 of

functional network topology. Sixteen weeks post-SE, dwell time in State

4 and 6 of functional network topology were positively and negatively

correlated with seizure frequency, respectively. At this time point, seizure

frequency was positively correlated with the total number of transitions

between states as well (Figure 7.10).

In addition, there was a positive correlation between average seizure

frequency and the standard deviation over 276 time windows of global

degree and local efficiency 1 week post-SE.
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Figure 7.9: Correlation between average daily seizure frequency (number per

24 h) on the one hand and percentage dwell time in and total

number of transitions per scan between states of functional con-

nectivity 1 week and 16 weeks post-SE on the other hand.
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Figure 7.10: Correlation between average daily seizure frequency (number

per 24 h) on the one hand and percentage dwell time in and

total number of transitions per scan between states of functional

network topology 1 week and 16 weeks post-SE on the other

hand.

7.3.5 Influence of window length

Six states of functional connectivity were calculated using window lengths

of 30 s (15 TRs) and 70 s (35 TRs). The mean value, standard devia-

tion, and maximum and minimum of each state for each window length

were similar for the different window lengths (Figure 7.12, Table 7.5).

Similar changes in percentage dwell time and number of transitions were

found for window lengths of 30 s and 70 s as for 50 s (Figure 7.13, Ta-

ble 7.6). The different window lengths resulted in a similar correlation

of percentage dwell time and number of transitions with average daily

seizure frequency (Table 7.7).
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Table 7.4: Results of two-sample Kolmogorov-Smirnov test to assess whether

percentage dwell time and number of transitions differed signifi-

cantly between the IPKA group 16 weeks post-SE and the valida-

tion group 20 weeks post-SE.

State 1 State 2 State 3 State 4 State 5 State 6
Number of

Transitions

Z 0.686 0.610 0.324 0.175 0.583 0.058 0.262

p 0.493 0.542 0.746 0.861 0.560 0.954 0.793

7.3.6 Validation of epileptic dynamic functional connec-

tivity

A two-sample Kolmogorov-Smirnov test could not demonstrate a sig-

nificant difference between the percentage dwell time in each state and

number of transitions of the validation data set and those of the main

data set (Table 7.4, Figure 7.11).

Figure 7.11: Percentage dwell time in each state for the control group and

IPKA group 16 weeks post-SE and the validation group 20 weeks

post-SE. Data are visualized as a stacked bar graph with mean

values.
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7.4 Discussion

7.4.1 Dwelling in states with a lower mean functional con-

nectivity, segregation and integration

The aim of this study was to identify changes in dynamic functional

connectivity and functional network topology during the development of

epilepsy in the IPKA rat model of TLE, and to investigate whether these

changes are associated with the occurrence of spontaneous seizures. In

IPKA and control animals, 6 recurring states of functional connectivity

could be distinguished. Percentage dwell time in the states with the high-

est mean functional connectivity was lower in the IPKA group compared

to the control group, while dwell time was higher in the states with the

lowest mean functional connectivity. In states with a higher mean func-

tional connectivity, clustering coefficient and local efficiency were higher

as well, indicating a high segregation or local interconnectivity. In these

states, characteristic path length was lower and local efficiency higher,

indicating a high integration or overall communication efficiency. Simi-

larly, segregation and integration were lower in states with a lower mean

functional connectivity. The decomposition of time-varying global graph

theoretical network metrics into states of functional network topology led

to similar results. Dwell time was lower in states with a higher functional

connectivity, segregation and integration in the IPKA animals.

Significant changes in percentage dwell time could already be found 1

week post-SE, but the largest changes occurred between 1 and 3 weeks

post-SE, after which dwell time remained constant. This timeline cor-

responds with the timing of structural changes during epileptogenesis in

the IPKA rat model for TLE. During the first 4 weeks post-SE, neu-

ronal degeneration can be found in hippocampus, amygdala, thalamus,

piriform cortex, and cortex and there is an increase in astrogliosis. Mi-

crogliosis already reaches a maximum 1 week post-SE, after which it

remains high [29, 30].

Our results indicate that the epileptic rat brain is characterized by states

with a lower overall functional connectivity, segregation, and integration,
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which is in line with studies investigating static functional connectivity

in rat models of TLE. Christiaen et al. [31] found a decreased functional

connectivity, segregation and integration in the IPKA rat model for

TLE, mainly in regions of the default-mode network (DMN). In the same

model, Pirttimäki et al. [32] reported small changes in functional connec-

tivity in several brain regions 1 week post-SE, and decreased functional

connectivity, predominantly between the somatosensory cortex and tha-

lamus and between the perirhinal and piriform cortices, 1 or 2 months

after SE. Bertoglio et al. [33] demonstrated a highly affected functional

connectivity in multiple regions of the DMN, and a wide-spread network

connectivity hyposynchrony 2 weeks post-SE. On the other hand, Gill

et al. [34] found that functional connectivity was increased within the

temporal regions and the limbic network, and between the anterior and

posterior DMN 4 to 5 weeks post-SE. Jiang et al. [35] demonstrated

that connectivity of the hippocampal functional network was decreased

in several regions, including hippocampus, amygdala, thalamus, motor

cortex, and somatosensory cortex, and increased in the visual cortex,

mesencephalon, and insula in the pilocarpine rat model of TLE.

Overall, most of these studies found a decreased static functional con-

nectivity in rat models of TLE. This is in agreement with our current

findings regarding global changes in dynamic functional connectivity and

network topology during epileptogenesis. In addition, it is in line with

our finding that coreness, a measure for the relative importance of a

node in the network, varies most between functional connectivity states

in visual cortex, thalamus, and hippocampus, 3 regions of the rat DMN

[36, 37]. Hippocampus and thalamus are also regions that are highly

affected by neuronal degeneration in the IPKA rat model [29, 30].

7.4.2 Changes in variability of functional connectivity,

segregation and integration

Furthermore, our study indicates that the total number of transitions

between states of functional connectivity and network topology is lower

in the IPKA group compared to the control group, i.e., the flexibility

is lower. Variability in functional connectivity and integration, assessed
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using the standard deviation over scanning time of network metrics, was

lower in the IPKA animals compared to the control group, while variabil-

ity in segregation was higher. This is in line with the findings of Douw

et al. [38], who found a lower flexibility in functional connectivity of the

posterior cingulate cortex in patients with TLE, which was correlated

with disturbed memory functioning.

Since the functional connectivity states mostly differ in mean value rather

than specific connections or ROIs, and transitions predominantly occur

between neighbouring states, it is possible that there is a continuum

between states and our classification is somewhat artificial. However,

even if this would be the underlying truth, our main conclusions still

stand, namely that functional connectivity, integration, and segregation

are more often low and vary less in IPKA animals compared to control

animals and that animals that dwell in states of high functional connec-

tivity, have more chronic seizures.

7.4.3 Correlation with seizure frequency

Interestingly, average daily seizure frequency was positively correlated

with percentage dwell time in states with a high mean functional con-

nectivity and high segregation and integration, and negatively with dwell

time in states with a low mean functional connectivity and low segre-

gation and integration, 1 and 16 weeks post-SE. In other words, our

findings indicate that animals that dwell in states with high functional

connectivity, segregation, and integration have more chronic seizures.

This is in line with the findings of Bertoglio et al. [33], who reported

a positive correlation between functional brain connectivity and seizure

frequency in the IPKA model for TLE. On the other hand, residing in

states of low functional connectivity, associated with lower seizure fre-

quencies, may reflect the protective effect and effectiveness of the treat-

ment of epilepsy by means of resective/disconnective surgery [39]. Since

functional connectivity is more restricted to the states with the lowest

functional connectivity, integration, and segregation in animals that have

fewer seizures, it is conceivable that temporary increases in functional

connectivity might be necessary for seizures to be generated.
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We also found a positive correlation between number of seizures on the

one hand and the number of transitions 16 weeks post-SE and standard

deviation over scanning time of global degree and local efficiency 1 week

post-SE on the other hand, indicating that number of seizures is higher

in animals with more variable functional connectivity.

7.4.4 Dynamic functional connectivity in patients with

TLE

In the last five years, several studies investigated dFC in patients with

TLE. Laufs et al. [17] found that the BOLD signal variance was increased

in the temporal pole, including the hippocampus, and reported greater

variance in dFC between this brain region and the precuneus, sensory

motor structures, and frontal cortices, using seed-based correlation and

a sliding window analysis. Morgan et al. [20] calculated the standard

deviation across 20 functional connectivity values of a network, obtained

using a sliding window approach, and covariance of the functional con-

nectivity time series between two networks. They found a nonsignificant

decrease in functional connectivity in the cingulate midline network in

TLE patients, and an increase in functional connectivity variability that

was correlated with disease duration. Using a Bayesian hidden Markov

model approach, Chiang et al. [19] found that small-world index was

more stationary than characteristic path length in TLE patients, but

less than clustering coefficient, suggesting that the balance between in-

tegration and segregation might be affected in these patients. Two years

later, Chiang et al. [18] found decreased functional connectivity and sev-

eral abnormal spectral features of functional connectivity between the

DMN and the memory network in TLE patients, which indicated that

functional connectivity fluctuated at lower frequencies and with less vari-

ability, using a Generalized Autoregressive Conditional Heteroskedastic-

ity model and time-frequency analysis. They reported that this may lead

to a lower flexibility for cognitive processing, which could be related to

the memory impairment that is often seen in TLE patients [18]. Over-

all, these studies found that functional connectivity variability was both

increased, which was correlated with disease duration, and decreased,
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which was related to impaired cognitive processing. This is in line with

our results, which show that variability in functional connectivity is lower

in IPKA animals, but a higher variability is related to a higher seizure

frequency.

7.4.5 Validation data set

We believe that this is the first study investigating dynamic functional

connectivity in a rat model of epilepsy. To validate our findings, we

repeated the analysis for a different data set consisting of rsfMRI scans

of 8 IPKA animals acquired 20 weeks post-SE. Percentage dwell time in

each state and the number of transitions in the validation data set were

very similar to the ones in the IPKA group of the main data set 16 weeks

post-SE, and statistically indistinguishable.

7.4.6 Limitations

To make sure that the fluctuations in functional connectivity are re-

lated to brain functions and are not artifacts, it is important to choose

appropriate parameters, such as window length, and to use the right

statistical tests [5]. We chose a window length based on the recommen-

dations in literature and repeated our analysis using a longer and shorter

window length, which led to similar results. Our dFC findings are also in

line with previous findings using static functional connectivity analysis.

Therefore, we believe that the fluctuations in functional connectivity we

found, are related to underlying brain activity.

While we found clear differences in dynamic functional connectivity and

network topology between IPKA animals and control animals, it is not

easy to link them directly to specific mechanisms of epileptogenesis. It is

clear that the timeline of our findings corresponds well with known struc-

tural changes in the IPKA model, such as neuronal degeneration and

gliosis, which suggests that these are most likely related. Other imaging

techniques, such as diffusion MR imaging, might help to elucidate the

relationship between changes in (dynamic) functional connectivity and

mechanisms of epileptogenesis.



254 CHAPTER 7. DYNAMIC FUNCTIONAL BRAIN NETWORK

7.4.7 Future work

We found a lower flexibility in functional connectivity, which might be

related to cognitive problems and memory impairment [5]. In future

studies we aim to confirm this with behavioural testing. In addition,

we would like to investigate changes in structural connectivity under-

lying alterations in (dynamic) functional connectivity. We believe this

will improve the understanding of how altered functional connectivity is

related to structural lesions during epileptogenesis. Therefore, we plan

to do a longitudinal rsfMRI and diffusion MRI study, combined with

behavioural testing.

7.5 Conclusion

We investigated changes in dynamic functional connectivity and network

topology during epileptogenesis in the IPKA rat model of TLE using lon-

gitudinal resting state fMRI. First, we found that functional connectivity

states with a lower mean functional connectivity and network topologies

with a lower segregation and integration, occur more often in IPKA an-

imals compared to control animals. In addition, functional connectivity

becomes less variable during epileptogenesis. Secondly, we found a pos-

itive correlation of the average daily seizure frequency with percentage

dwell time in states with a high mean functional connectivity, high seg-

regation, and high integration, and a higher number of transitions, and a

negative correlation with percentage dwell time in states with a low mean

functional connectivity and low segregation and integration. This indi-

cates that animals that dwell in states of higher functional connectivity,

segregation, and integration, and have a higher functional connectivity

variability, have more chronic seizures.
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Figure 7.12: Correlation matrices (z-score) of 6 recurring states of functional

connectivity, sorted from highest (State 1) to lowest (State 6)

mean value for each window length.
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Figure 7.13: Percentage dwell time in each state for different window lengths.

Data are visualized as a stacked bar graph with mean values.
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8 | General discussion and conclusions

The main aim of this dissertation was to gain more insight into the mech-

anisms of epileptogenesis, with the ultimate goal of finding a biomarker

to predict which patients will develop epilepsy after an initial precipi-

tating injury. To this end, alterations in structural and functional brain

networks during epileptogenesis were investigated in a rat model of tem-

poral lobe epilepsy (TLE) using advanced magnetic resonance imaging

(MRI).

8.1 Structural brain network changes during epilep-

togenesis

Diffusion-weighted MRI (dMRI) studies in patients with TLE have re-

ported widespread changes in white matter integrity. In Chapter 5, these

changes were investigated using more advanced analysis methods in a

longitudinal multi-shell dMRI study in a rat model of TLE. In addition,

the effect of these changes on structural network topology was assessed.

The most commonly used model to analyze dMRI is diffusion tensor

imaging (DTI). However, DTI metrics are not specific to microstructure

or pathology, and the DTI model does not take into account crossing

fibers, which may lead to erroneous results. To overcome these limi-

tations, a more advanced model based on multi-shell multi-tissue con-

strained spherical deconvolution was used to perform tractography and

tractometry with more precise fiber orientation estimates, and to as-

sess changes in intra-axonal volume using fixel-based analysis. Diffusion-

weighted MR images were acquired before and at several time points (1,

3, 11 and 16 weeks) after induction of status epilepticus in the intraperi-
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toneal kainic acid (IPKA) rat model of TLE and age-matched controls.

Tractography was performed and fixel metrics were calculated in several

white matter tracts. The tractogram was analyzed using graph theory.

In graph theory, the brain is represented as a network consisting of nodes,

usually brain regions, and edges that show the relationship between the

nodes. Several graph theoretical measures can be calculated to describe

and quantify the network.

The objectives of this study were twofold: 1) to investigate how the

structural brain network changes during epileptogenesis in the IPKA

rat model, and which brain areas are most affected, and 2) to evaluate

whether the changes in network topology were related to changes in the

integrity of white matter tracts assessed using fixel-based analysis.

8.1.1 Decreased structural network connectivity and effi-

ciency during epileptogenesis

We found that global degree and local efficiency, measures of structural

connectivity and segregation or local interconnectivity, respectively, sig-

nificantly decreased in the IPKA group during epileptogenesis. In addi-

tion, global efficiency decreased and characteristic path length increased,

which pointed to a decrease in integration or overall communication ef-

ficiency. Nodal degree decreased significantly during early epileptoge-

nesis in hippocampus, subiculum, thalamus, septum, dorsolateral or-

bitofrontal cortex, globus pallidus, and nucleus accumbens. In cingulate

cortex, caudate putamen, and somatosensory cortex, nodal degree de-

creased during early epileptogenesis and remained decreased during late

epileptogenesis. Many of these are regions of the limbic system and/or

part of the rat default-mode network (DMN). This indicates that pri-

marily regions of the limbic system and the DMN are affected during

epileptogenesis. Our findings are in line with studies investigating struc-

tural connectivity in patients with TLE where structural connectivity,

global efficiency or integration, and local efficiency or segregation, are de-

creased in TLE patients, and mainly regions of the DMN and the limbic

network are affected [1–5].
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8.1.2 Structural network changes are related to decreased

intra-axonal volume fraction in white matter

The analysis of white matter integrity using fixel-based analysis revealed

that fiber density (FD) was decreased during early and late epileptogen-

esis in the IPKA group in several white matter tracts, including corpus

callosum, internal capsule, and fimbria. Fiber-density-and-cross-section

(FDC) was decreased during early epileptogenesis in anterior commis-

sure, corpus callosum and fimbria, and in corpus callosum and cingu-

lum during late epileptogenesis. These findings indicate that there is a

decrease in intra-axonal volume fraction. This is in line with the neu-

ropathological changes that are known to occur after status epilepticus

in the IPKA model. Following the initial insult, it has been shown that

neuronal loss occurs in hippocampus, entorhinal cortex, subiculum, and

amygdala, but also in some extratemporal regions including thalamus,

caudate putamen, and cerebral cortex, and especially piriform cortex.

During this early phase, gliosis also takes place in hippocampus, piriform

cortex, entorhinal cortex, olfactory bulb, substantia nigra, thalamus, and

mesencephalon [6–8]. Both neuronal loss and gliosis will be reflected as

a decrease in intra-axonal volume fraction. During late epileptogene-

sis, there is less (micro)gliosis compared to the early phase [6, 7]. The

increase in FDC in fimbria, and to a lesser extent in corpus callosum, dur-

ing late epileptogenesis may be related to reduced gliosis. On the other

hand, it could also be associated with the occurrence of spontaneous

seizures during this stage. During the periictal period, cerebral edema

and cell swelling can cause a temporary decrease in diffusivity [9, 10],

which may be reflected in an increase in FDC. The findings of reduced

FD and FDC are in line with those of Vaughan et al. [11] and Feshki

et al. [12], who reported decreased FD and FDC in white matter tracts

in patients with TLE. Moreover, we also found that global degree, and

global and local efficiency in the structural brain network, were positively

correlated with FC and FDC in IPKA animals. This further indicates

that decreased degree, integration, and segregation post-SE are likely

related to decreased axonal density or decreased white matter integrity

in the main white matter tracts in the rat brain.
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8.2 Functional brain network changes during epilep-

togenesis

Changes in white matter integrity can also affect functional brain connec-

tivity. In Chapter 6, functional network topology in a rat model of TLE

was evaluated in a longitudinal resting state functional MRI (rsfMRI)

study. Furthermore, the potential of functional network topology to pre-

dict seizure occurrence after an injury was investigated. RsfMRI is an

imaging technique that allows visualisation of whole-brain activity, and

can be used to identify and investigate functional brain networks. The

topology of these networks can be assessed using graph theory. Using a

7T MRI system, rsfMRI images were acquired under medetomidine anes-

thesia before and 1, 3, 6, 10, and 16 weeks after status epilepticus (SE)

induction in 20 IPKA animals and 7 healthy control animals. To obtain

a functional network, the correlation between fMRI time series of 38 re-

gions of interest (ROIs) was calculated. Then, graph theoretical network

measures were calculated to assess changes in network topology. At least

17 weeks post-SE, IPKA animals were implanted with electrodes in the

left and right dorsal hippocampus, electroencephalography (EEG) was

measured for 7 consecutive days, and spontaneous seizures were counted.

The aim of this study was threefold: 1) to characterize how the func-

tional organization of the rat brain changes after SE and during the

development of TLE; 2) to identify brain regions with the highest degree

of connectivity changes; 3) to evaluate whether connectivity changes are

associated with the occurrence of spontaneous seizures.

8.2.1 Decreased functional connectivity and network ef-

ficiency during epileptogenesis

Analysis of the functional brain network revealed that clustering coef-

ficient and local efficiency decreased during epileptogenesis, indicating

a decrease in segregation or local interconnectivity. Characteristic path

length increased and global efficiency decreased, indicating a decrease in

integration or overall communication efficiency. Nodal degree decreased

significantly in the most highly connected brain regions in the baseline
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network, indicating a loss in connection strength. Most of these regions

are part of the rat DMN, including cingulate cortex, retrosplenial cortex,

visual cortex, auditory cortex, hippocampus, thalamus, motor cortex,

and somatosensory cortex [13, 14]. Functional connectivity, segregation,

and integration decreased most significantly between 1 and 3 weeks post-

SE. Beyond this time point, the network topology remained unchanged.

Although there is a large variability in changes in functional connectivity

and network topology during epileptogenesis between studies and animal

models, most studies agree that functional connectivity is decreased in

several brain regions, including hippocampus and thalamus, which cor-

responds with our results [15–19]. Our findings are generally in line with

most studies investigating functional connectivity and network topology

in patients with TLE as well. Most studies agree that segregation is

decreased in patients with TLE [20–22]. Integration has been found to

be increased [20, 21] as well as decreased [22].

8.2.2 Decrease in connectivity of the retrosplenial cortex

The brain region that changed most profoundly in functional connectiv-

ity during epileptogenesis was the retrosplenial cortex, one of the most

important nodes of the rat DMN [13, 14]. This finding is in line with a

study in TLE patients that demonstrated a decrease in functional con-

nectivity between the temporal lobe and the posterior cingulate cortex,

the human equivalent of the rat retrosplenial cortex [5]. It is rather sur-

prising that the retrosplenial cortex appears to be more affected than

regions of the mesial temporal lobe (hippocampus, entorhinal and piri-

form cortices, and amygdala) that display most extensive cell loss [8, 23].

However, since the retrosplenial cortex plays a role in spatial navigation

and episodic memory [24], the lower functional connectivity of this brain

region could be a cause of the memory impairment seen in rats with

TLE [17]. In addition to the retrosplenial cortex, the cingulum and pari-

etal association cortex are affected during epileptogenesis as well. These

brain regions have a high structural connectivity with other cortical re-

gions, such as hippocampus and thalamus. Together, these regions form

a connection between the primary sensory cortices [14, 25]. This could
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explain why the decrease in functional connectivity in the brain network

is so extensive, rather than limited to structurally lesioned brain regions.

8.2.3 Chronic seizure frequency is related to altered net-

work topology during early epileptogenesis

We also investigated whether the changes in network measures occur-

ring during the development of epilepsy were associated with the oc-

currence of spontaneous epileptic seizures in the chronic epilepsy phase.

Seizure frequency in the chronic epilepsy phase was positively correlated

with functional connectivity, integration, and segregation 1 week post-

SE, and with functional integration and segregation 16 weeks post-SE.

In addition, seizure frequency was positively correlated with the degree

of several brain regions, determined 1 week after SE. These regions in-

cluded the hippocampus and thalamus, two regions heavily affected by

neurodegeneration and gliosis in response to SE. In other words, the more

functionally disconnected these brain regions are upon KA-induced SE,

the less likely it is for seizures to occur in the chronic phase. These

associations between seizure frequency and functional connectivity mea-

sures all point out a quite unexpected finding, namely that the more

profound the brain network is affected by the KA-induced SE, the less

likely it is that spontaneous epileptic seizures are generated. As such,

it seems that the brain network needs to keep a minimal degree of or-

ganization to enable the emergence of seizures. This is in line with the

potent therapeutic effects of resective/disconnective surgery as a treat-

ment for epilepsy. Our findings correspond with those of [15], who also

found that functional connectivity is correlated with seizure frequency.

In addition, we found that those animals with the largest hippocampal

volume loss displayed the lowest number of seizures. This could indicate

that a sufficient amount of hippocampal tissue needs to be preserved as

substrate for seizure generation. The correlation between network mea-

sures and seizure frequency 1 week after SE is very interesting, since we

never recorded spontaneous epileptic seizures at that time point in the

IPKA model for TLE. This indicates that network reorganisation upon

an initial precipitating injury might have a predictive value and could
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potentially be used as a biomarker for the development and progression

of epilepsy.

8.3 Dynamic functional network topology dur-

ing epileptogenesis

In most rsfMRI studies, functional connectivity is assumed to be sta-

tionary during the scanning session. However, in reality, it varies on a

much shorter time scale. In Chapter 7, dynamic changes in functional

network topology during the development of epilepsy were investigated

using rsfMRI data acquired in the IPKA rat model of TLE. Dynamic

functional connectivity was assessed by calculating the correlation ma-

trices between fMRI time series of predefined regions of interest within

a sliding window of 50 seconds using a step length of 2 seconds. The

matrices were classified into 6 states of functional connectivity using k-

means clustering, each characterized by a correlation matrix. In addition,

several time-variable graph theoretical network metrics were calculated

from the time-varying correlation matrices, and classified into 6 states

of functional network topology, each characterized by a combination of

network metrics.

The aim of this study was twofold: 1) to characterize how dynamic

functional connectivity and network topology of the rat brain change

after SE and during the development of TLE, and 2) to evaluate whether

these changes are associated with the occurrence of spontaneous seizures.

8.3.1 Dwelling in states with a lower mean functional con-

nectivity, segregation and integration

Using dynamic functional connectivity analysis, 6 recurring states of

functional connectivity could be distinguished in IPKA and control ani-

mals. Percentage dwell time (i.e., how often a state occurs) in the states

with the highest mean functional connectivity was lower in the IPKA

group compared to the control group, while dwell time was higher in

the states with the lowest mean functional connectivity. In states with

a higher mean functional connectivity, clustering coefficient and local
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efficiency were higher as well, indicating a high segregation or local in-

terconnectivity. In these states, characteristic path length was lower

and local efficiency higher, indicating a high integration or overall com-

munication efficiency. Similarly, segregation and integration were lower

in states with a lower mean functional connectivity. The decomposi-

tion of time-varying global graph theoretical network metrics into states

of functional network topology led to similar results. Dwell time was

lower in states with a higher functional connectivity, segregation, and

integration in the IPKA animals. Our results indicate that the epilep-

tic rat brain is characterized by states with a lower overall functional

connectivity, segregation, and integration, which is in line with studies

investigating static functional connectivity in rat model of TLE, most of

which found a decreased static functional connectivity in rat models of

TLE [15–17, 19, 26].

8.3.2 Chronic seizure frequency is related to dwelling in

states with high functional connectivity, segrega-

tion and integration

Interestingly, average daily seizure frequency was positively correlated

with percentage dwell time in states with a high mean functional con-

nectivity, and high segregation and integration, and negatively with dwell

time in states with a low mean functional connectivity, and low segrega-

tion and integration, 1 and 16 weeks post-SE. Accordingly, our findings

indicate that animals that dwell in states with high functional connec-

tivity, segregation, and integration have more chronic seizures. This is

in line with the findings of [15], who reported a positive correlation be-

tween functional brain connectivity and seizure frequency in the IPKA

model for TLE. On the other hand, residing in states of low functional

connectivity, associated with lower seizure frequencies, may reflect the

protective effect and effectiveness of the treatment of epilepsy by means

of resective/disconnective surgery [27]. Since functional connectivity is

more restricted to the states with the lowest functional connectivity,

integration, and segregation in animals that have fewer seizures, it is

conceivable that temporary increases in functional connectivity might
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be necessary for seizures to be generated.

8.4 Limitations

8.4.1 Controlling resting state fMRI data for nuisance

signals

The measured rsfMRI signal contains nuisance signals, i.e., signals un-

related to neural activity, such as signals related to respiration and the

cardiac cycle, motion, arterial CO2 concentration, blood pressure, va-

somotion, or scanner-related artifacts. It is important to remove these

signals, since they can cause spurious correlations in the data and affect

the results [28, 29]. A common way to remove nuisance signals is using

regression methods. The confounding signals that need to be regressed

out can be recorded during the scanning session, such as cardiac or res-

piratory rate [28, 29]. They can also be derived from the rsfMRI data

itself, such as motion signals or white matter, CSF, or global signals. In

rats, motions signals in fMRI are typically related to respiratory rate.

They can be derived from white matter or CSF signals. It is difficult to

perform white matter or CSF signal regression, since these regions are

very small. Global signal regression can be used, however this method is

quite controversial [28, 29]. Another approach to remove nuisance signals

from the fMRI signal is an ICA-based approach, such as Multivariate Ex-

ploratory Linear Optimised Decomposition of Independent Components

(MELODIC). Using this approach, the fMRI signal is decomposed into

signal components and artifact components. The nuisance signals can

then be removed from the fMRI signal by subtracting the artifact com-

ponents [29].

In this dissertation, we did not control for nuisance signals, mainly be-

cause the common regression methods are quite controversial. This may

lead to spurious correlations in our data. However, we did filter our data

using a classical band pass filter of 0.01 to 0.1 Hz to reduce physiological

noise. To limit the effect of nuisance signals in future experiments, the

use of a novel approach, such as MELODIC, could be an added value to

further clean up the rsfMRI signal.
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8.4.2 Histological analysis

Another limitation of this dissertation is the lack of post-mortem his-

tological analysis. Taking into consideration the 3R principle in animal

research (Replacement, Reduction and Refinement), the animals used

in this dissertation were also used in another experiment, during which

the effect of chemogenetic inhibition of the hippocampus on seizure fre-

quency was investigated. Therefore, histological analysis was not an

option. However, it would have been very interesting to assess correla-

tions between histopathological changes during epileptogenesis and al-

tered structural and functional network topology. The main histopatho-

logical changes in the IPKA model are neuronal degeneration, gliosis and

mossy fiber sprouting. To assess neuronal degeneration, a Nissl staining

can be performed to detect the cytoarchitectonic boundaries of brain re-

gions and to visualize the extent and severity of tissue damage. Another

possibility is a Fluoro-Jade stain, which can be used to label degenerating

neurons. Gliosis can be assessed using a stain for glial cells with anti-

glial fibrillary acidic protein (GFAP). This stain visualizes astrocytes. To

evaluate mossy fiber sprouting, a Timm’s silver sulfide staining can be

performed. These types of histological analyses could help to elucidate

pathological processes during epileptogenesis.

8.5 Beyond epilepsy: functional brain network

dysfunction in anxiety disorder

Analysis of structural and functional brain networks is not limited to

the application of epilepsy. Changes in functional network topology have

been reported in several neurological and psychiatric network disorders,

such as Alzheimer’s disease, schizophrenia, attention-deficit hyperactiv-

ity disorder, and traumatic brain injury [30]. Another network disorder

in which abnormal functional brain networks play a role is anxiety disor-

der [31]. Anxiety disorders are a group of disorders that are characterized

by anxiety, i.e., a feeling of inner turmoil, often in combination with ner-

vous behaviour, somatic symptoms, and obsessive thinking. They are the

most prevalent psychiatric disorders and cause a significant burden of ill-
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ness [32]. Gaining more insight into the aberrant brain networks that are

involved in anxiety disorders could lead to a better understanding of the

disease and help to find targets for new treatment options, such as tran-

scranial magnetic stimulation [31]. Anxiety disorders are also common

in dogs, and the neurobiological base is similar to its human counterpart,

making dogs an excellent translational model [33]. To investigate brain

network topology in dogs with anxiety, rsfMRI images were acquired in

13 dogs with anxiety and 25 healthy controls. In addition, symptoms of

anxiety were evaluated using a canine behavioral questionnaire. Func-

tional brain networks were constructed and analyzed using graph theory.

The aim of this study was threefold: 1) to evaluate differences in brain

network topology between healthy dogs and dogs with anxiety; 2) to

identify differences in functional connectivity in regions of the anxiety

circuit; and 3) to assess whether different symptoms of anxiety are related

to specific functional network changes.

No significant differences in global network topology between groups were

observed. However, when focusing on the anxiety circuit, nodal degree

and global efficiency were found to be significantly higher, and charac-

teristic path length significantly lower in amygdala and mesencephalon

in the anxiety group, compared to the healthy group (Figure 8.1). This

indicates that functional connectivity, and integration or communica-

tion efficiency, were increased between these regions and the rest of the

functional network. In amygdala, clustering coefficient and local effi-

ciency were significantly higher in the anxiety group as well, indicating

an increase in local interconnectivity in this region (Figure 8.1). More-

over, correlations between network metrics and anxiety symptoms in the

canine behavioral assessment and research questionnaire were found. Al-

tered network metrics in amygdala were correlated with stranger-directed

fear and excitability, altered degree in hippocampus was related to at-

tachment/attention seeking, trainability, and touch sensitivity, and ab-

normal clustering in the frontal lobe was related to chasing (Figure 8.2).

This indicates that rsfMRI could be used as biomarker for anxiety, al-

though further research is still required. The findings of this study shed

light on the aberrant topological organization of the functional brain
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network in dogs with anxiety, which can provide novel insights into the

pathophysiological mechanisms and course of illness of anxiety in dogs,

and humans, and may lead to more personalized and effective thera-

pies. The results of this study are described in the manuscript ’Network

analysis reveals abnormal functional brain circuitry in anxious dogs’ by

Yangfeng Xu, Emma Christiaen, Qinyuan Chen, Sara De Witte, Kathe-

lijne Peremans, Robrecht Dockx, Jimmy Saunders, Christian Vanhove

and Chris Baeken, which is in preparation.

Figure 8.1: Nodal network metrics in amygdala and mesencephalon, two re-

gions of the anxiety circuit. Data are visualized as a boxplot

with median and interquartile range. Significant differences be-

tween patient group and control group, assessed using the non-

parametric Mann-Whitney U test, are indicated in the graphs.
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Figure 8.2: Correlations between nodal network metrics and anxiety symp-

toms. Data are visualized as a scatter plot with regression line

and 95% confidence interval.

8.6 Future perspectives

8.6.1 Multilayer networks

Brain networks are a combination of structural and functional networks.

Structural networks can be considered the ‘hardware’ of the brain, and

functional networks the ‘software’, that uses the hardware to execute spe-

cific tasks. Structural and functional networks are usually investigated

separately. However, by integrating information from both networks,

more insights can be obtained about the relationship between structural

and functional networks, and how a more static structural network is

related to the more variable functional network [34]. Structural and

functional information can be studied simultaneously using a multilayer
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network approach. A multilayer, or multiplex, network consists of sev-

eral distinct networks that each contain a different type of information.

A multilayer network combining structural and functional information,

consists of two layers. The nodes in the network represent brain regions,

and have a replica in each layer. The edges represent the relationship

between the nodes. In one layer, they reflect structural connectivity or

anatomical information, obtained using diffusion-weighted MRI, and in

the other layer they represent functional connectivity, obtained using

resting state functional MRI. There are no connections across the two

layers, except for links between replicas of a node [35, 36]. Both layers

can contribute equally to the multilayer network, but it is also possible

to give more importance to one of the layers [37]. During epileptogenesis,

both structural and functional network topology are altered. It would be

very interesting to investigate multilayer networks in epilepsy and during

epileptogenesis, to obtain a more accurate estimate of the brain regions

that are involved in the pathophysiology of epilepsy.

8.6.2 Biomarkers for epileptogenesis

In this dissertation, we found that changes in functional network topol-

ogy during the latent phase of epileptogenesis were related to chronic

seizure frequency. This indicates that functional network topology might

have the potential to be used as a biomarker for epileptogenesis or dis-

ease prognosis in the future. However, further research is required to

validate this finding.

In adults, epilepsy is often caused by an initial precipitating injury, such

as head trauma, stroke or infection. At present, it is not possible to stop

or alleviate the development of epilepsy after such an injury. Therefore,

developing new treatment options to prevent epileptogenesis is a research

priority. However, this research is progressing slowly, partly because

of the lack of diagnostic biomarkers for epileptogenesis. This type of

biomarkers could help to select the right patient populations for clinical

trials, which would make them more cost effective. In addition, there is

a need for response biomarkers to evaluate antiepileptogenic treatment

quickly, instead of waiting anywhere from months up to years, to see
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whether or not a patient develops epilepsy [38]. Two reasons why it is

difficult to find biomarkers in humans are because of the heterogeneity

of the initial precipitating injury and because of patient-specific factors.

To overcome these limitations, rodent models of epileptogenesis can be

used [39].

Several studies have used diffusion-weighted or resting state functional

MRI to investigate structural and functional brain networks in patients

with, and animal models of, epilepsy. The findings of these studies are

quite variable. At least in part, this may be due to a lack of standard-

ized procedures in clinical and preclinical studies. Therefore, it is very

important to harmonize image acquisition and analysis in future studies

[39]. This should reduce the variability in results and improve test-retest

reliability, which in turn should make it possible to detect smaller ef-

fect sizes, and lead to better and more reliable identification of potential

biomarkers for epileptogenesis.
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8.7 Conclusion

Longitudinal diffusion-weighted and resting state functional MRI, in

combination with graph theory, revealed dynamic changes in structural

and functional network topology during epileptogenesis in a rat model

of temporal lobe epilepsy. More specifically, structural and functional

connectivity, integration, and segregation decreased during epileptoge-

nesis. These changes were not limited to the epileptogenic focus, but

were widespread, and mainly affected regions of the limbic system and

the default-mode network. Structural and functional network topology

changed most during early epileptogenesis, and the changes were re-

lated to reduced intra-axonal water fraction in white matter tracts. This

indicates that these changes may be related to neurodegeneration and

gliosis, which are known histopathological features of early epileptogene-

sis. Altered functional connectivity, integration, and segregation during

the latent phase of epileptogenesis were related to chronic seizure fre-

quency. This hints at the potential of functional network topology as

a biomarker for disease prognosis after an initial precipitating injury.

Further research is required to validate these promising findings.
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